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E N V I R O N M E N TA L  S T U D I E S

Gazing into the flames: A guide to assessing the 
impacts of climate change on landscape fire
Hamish Clarke1*, Francesca Di Giuseppe2, Lynn Johnston3, Jennifer Marlon4, Trent Penman1, 
Andrew J. Pitman5, Guido R. van der Werf6, Mike D. Flannigan7

Widespread impacts of landscape fire on ecosystems, societies, and the climate system itself have heightened the 
need to understand the potential future trajectory of fire under continued climate change. However, the com-
plexity of fire makes climate change impact assessment challenging. The climate system influences fire in many 
ways, including through vegetation, fuel dryness, fire weather, and ignition. Furthermore, fire’s impacts are high-
ly diverse, spanning threats to human and ecological values and beneficial ecosystem and cultural services. Here, 
we discuss the art and science of projecting climate change impacts on landscape fire. This not only includes how 
fire, its drivers, and its impacts are modeled, but critically it also includes how projections of the climate system 
are developed. By raising and discussing these issues, we aim to foster the development of more robust and use-
ful fire projections, help interpret existing assessments, and support society in charting a course toward a sus-
tainable fire future.

INTRODUCTION
Less than 200 years of human activity—principally via the burning of 
fossil fuels and clearing of land—has led to changes that register as 
anomalous in the geological record (1). This is a remarkable pace of 
change, even when considering our planet’s climate system is intrin-
sically dynamic and has oscillated between warmer and cooler peri-
ods since Earth’s formation well over 4 billion years ago (2). These 
changes include planetary surface air temperatures higher than any 
multicentury period in the past 100,000 years, atmospheric methane 
and nitrous oxide concentrations at their highest levels in at least 
800,000 years, and carbon dioxide levels that are unprecedented for 
at least 2 million years (1). For the past 10% of its 4.5–billion year 
history, Earth’s climate system—and much of its biodiversity—has 
evolved alongside the dynamic and fluctuating presence of landscape 
fire (3). The advent of global fire monitoring has revealed new detail 
about the spatiotemporal variability of fire over recent decades, in-
cluding declining trends in area burnt in savannahs and increases in 
extratropical forests (4, 5). A picture is emerging of rapid changes in 
the drivers and impacts of fire, but many uncertainties remain given 
the inherent complexity of landscape fire and the relatively short ob-
servational record (6).

Landscape fire is a prototypical extreme-driven system. For many 
vegetation types, a small number of large fires account for most of 
the area burned (7). Similarly, for the human, social, economic, and 
environmental impacts of landscape fire, infrequent but unusually 
large fire events and seasons tend to dominate impacts. For example, 
about 15 million hectares burnt during the 2023 fire season in Can-
ada, more than double the area of the previous biggest season, gen-
erating record carbon and smoke emissions and more than 80% of 

the pyrocumulonimbus events observed on earth that year (8). The 
Black Summer fires of 2019 to 2020 in eastern Australia set global 
records for annual proportion of forest biome burnt (9), exposing 
ecosystems to an unprecedented areal extent of high-severity land-
scape fire (10). In recent years, increases have been observed in the 
frequency and intensity of extreme fire weather conditions (11) and 
in the high-intensity, high-impact fire events they generate (12). 
Given this centrality of extremes in driving fire activity and impacts, 
there is a critical need to understand the conditions that foster such 
events (13).

Similar to the current changes in the climate system itself, re-
cently observed shifts in fire activity are expected to be followed by 
much greater changes in the future in the absence of rapid and deep 
emission reductions (14). There is an urgent need to understand and 
plan for the fires of the future. So how do we do that? For strong-
ly weather and climate-driven hazards such as heatwaves, drought, 
flooding, and tropical cyclones, there is a well-established (although 
still complex) path toward estimating the projected future impacts 
of climate change. This involves using Earth system models (ESMs), 
mathematical models that represent the physical laws that govern 
the earth system (15). By specifying projected changes in anthropo-
genic greenhouse gasses, solar irradiance, volcanic activity, and 
other climate forcings, these models simulate the future behavior of 
the climate system. Notwithstanding the strong coupling between 
fire and climate, this standard pathway for projecting future climate 
is problematic for fire because its incidence and impacts are driven 
by a range of factors not typically included in ESMs, including the 
type, amount, and dryness of vegetation, ignition from lightning 
and human sources, the location, layout and design of human settle-
ments, fire management activities, and other human behavior be-
fore, during, and after fires. ESMs can still be used to project future 
fire risk, but such projections cover only a subset of drivers (e.g., fire 
weather conditions) and must be coupled with other lines of evi-
dence to arrive at a more robust assessment. Despite these limita-
tions, there is a broad and rapidly growing literature on the future 
trajectory of landscape fire, using ESMs and a range of other em-
pirical, process-based, and scenario-driven approaches [Fig. 1; see 
(14) for a review].

1FLARE Wildfire Research, School of Agriculture, Food and Ecosystem Sciences, Uni-
versity of Melbourne, Parkville, Victoria, Australia. 2European Centre for Medium-
range Weather Forecast (ECMWF), Reading, UK. 3Natural Resources Canada, Canadian 
Forest Service, Sault Ste. Marie, Ontario, Canada. 4School of the Environment, Yale 
University, New Haven, CT, USA. 5ARC Centre of Excellence for Climate Extremes and 
Climate Change Research Centre, University of New South Wales, Sydney, Australia. 
6Environmental Sciences Group, Wageningen University & Research, Wageningen, 
Netherlands. 7Natural Resource Science, Thompson Rivers University, Kamloops, British 
Columbia, Canada.
*Corresponding author. Email: hamish.​clarke@​unimelb.​edu.​au

Copyright © 2025 The 
Authors, some rights 
reserved; exclusive 
licensee American 
Association for the 
Advancement of 
Science. No claim to 
original U.S. 
Government Works. 
Distributed under a 
Creative Commons 
Attribution License 4.0 
(CC BY). 

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026

mailto:hamish.​clarke@​unimelb.​edu.​au
http://crossmark.crossref.org/dialog/?doi=10.1126%2Fsciadv.adz2429&domain=pdf&date_stamp=2025-12-19


Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

2 of 16

The aim of this paper is to review the way climate change impact 
assessments for landscape fire are conducted. We begin with an 
overview of our current understanding of landscape fire across three 
key domains: fire activity, the drivers of fire, and fire impacts. We 
then consider the fundamentals of climate change impact assess-
ment. This section may seem like a detour to some readers due to its 
absence of fire-focused material, but it is precisely to support better 
application of this knowledge to fire that we present it as a discrete 
whole. This knowledge is a prerequisite to understanding how ESMs 
are combined with fire models to develop future fire projections, the 
topic of the final section. Throughout, we draw attention to issues 
requiring special consideration because of their complexity, uncer-
tainty, or contentiousness. We conclude with two examples of poten-
tial research that could support a climate change impact assessment 
for landscape fire. In reviewing these issues, our intention is to foster 
the development of robust and useful fire projections to help inter-
pret existing assessments and to support society in working toward a 
more sustainable fire future.

CURRENT UNDERSTANDING OF LANDSCAPE FIRE
Recent and historical fire patterns
Nowadays, most information about the location and extent of fires is 
derived from satellites, owing to the various sensors and algorithms 
detecting either area burned or active fires that have been developed 
since the 1990s to map fires on large scales (16, 17). A first-order 
feature of the resulting maps (Fig. 2, top) is the dominance of the 
tropics and especially savanna ecosystems where wet seasons pro-
mote fuel build up and dry seasons make these fuels flammable, pro-
viding ideal conditions for fires. The sparse trees in these ecosystems 
have thick bark and are adapted to low-intensity fire. These low-
intensity fires are integral to savanna ecosystems, which coevolved 
with fire, yet burned area is declining in many savannas due to in-
creased land fragmentation and expanding agriculture (4). Relative-
ly low-intensity fires are also used to clear land after harvest in areas 
such as the Punjab region in India, resulting in poor air quality in 
nearby cities that affects the health of millions of people. Of the total 
global burned area of around 770 Mha annually (18)—roughly the 
area of Australia—about 95% stems from fires in savanna and grass-
lands (85%) and agriculture (10%).

Sparsely populated fire-prone regions including western North 
America, boreal Canada and Siberia, and interior Australia, emerge 
as global hot spots when burned area is calculated per person 
(Fig. 2, bottom). This demographic lens highlights two intercon-
nected dynamics. First, the world’s most extensive landscape fires 
occur in remote, often inaccessible areas with minimal firefighting 
infrastructure and limited suppression capacity. This raises ques-
tions about our capacity to respond to changes in future fire in 
these regions. Second, these remote fires generate consequences 
that transcend geography and governance, with smoke plumes 
traveling thousands of kilometers to degrade air quality in distant 
population centers, creating a mismatch between where fires ignite 
and where health impacts occur. Together, the per-capita map 
helps explain why wildfires are commanding growing public and 
media attention outside the tropics: Fires are critically important in 
most populated regions, although most global burned area lies in 
savannas and grasslands.

While forest fires represent a relatively small fraction of total 
global burned area, their dense fuel loads and vulnerable carbon 
stores make them disproportionately critical for Earth’s climate sys-
tem. These fires fall into distinct patterns shaped by geography and 
human influence: Tropical forest fires are often [but not always (19)] 
intentionally ignited to clear land due to socioeconomic pressures 
such as demand for commodities including soy and beef, while for-
est fires in temperate and boreal regions are more closely linked to 
ecological cycles altered by humans and climate change (5). It is also 
here that some of the most devastating fire events have been record-
ed in recent years, including the 2019–2020 Australian Black Sum-
mer fires in the southeast of the continent, which burned 21% of the 
forests in that region (9) and the 2023 Canadian fires, which burned 
5% of the Canadian forest and emitted around 650 Tg C in a single 
fire season (20). A poleward expansion of the number and extent of 
forest fires has been evident in the past few decades, particularly 
during the summers of 2019, 2020, 2023, and 2024 (8, 21).

Paleofire research places modern landscape fire variations in a 
long-term context, providing valuable insights into how the location 
and prevalence of fire have shifted over millennia in response to 
changes in climate, vegetation, and human activity. Fire histories 
have been reconstructed using proxies such as fire-scarred trees, 
charcoal deposits in sediments and isotopes, or combustion residues 
in ice cores (22). For instance, microcharcoal abundances and mor-
phological changes in marine sediments off the western coast of 
South Africa reveal cyclical variations in grassland burning driven 
by shifts in the intertropical convergence zone, which determines 
rainfall seasonality and spatial patterns. These precipitation shifts 
influenced grass biomass abundance and thus fuels across the conti-
nent (23). In Australia, Indigenous use of fire has also contributed to 
biocultural landscape management over tens of thousands of years, 
and its targeted suppression by colonial practices has directly af-
fected landscape fire risk (24, 25).

During the Holocene (past 10,700 years), the dominance of cli-
matic influences on fire regimes gradually gave way to increasing 
human impacts. Early human activities altered fire ignitions, while 
later deforestation and land-use changes affected fuel availability. In 
recent centuries, fire history records from sediments, tree rings, and 
historical accounts reveal a recurring pattern: an initial increase in 
human-caused landscape fires to clear land, followed by a sharp de-
cline, as fuels were depleted, landscapes were fragmented, and fire 
was actively suppressed (26).

Fig. 1. The trend in the number of journal articles published on the topic of 
climate change and landscape fire. See the Supplementary Materials for details 
of search term.
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This trend, as documented by the satellite record (4), continues 
today. However, it is now punctuated by the rapid emergence of se-
vere landscape fire outbreaks, sometimes in novel locations, due to 
global warming, increased human-caused ignitions, and vegetation 
changes from human impacts (27). High-latitude regions, for exam-
ple, are experiencing unprecedented landscape fires in areas histori-
cally frozen or covered with snow and ice. In mid-latitudes, rising 
temperatures in spring and fall are extending the fire season, while 
reduced snowpack and increased drought are drying out fuels, caus-
ing fires to grow larger and burn more intensely. Paleofire records 
from Alaska demonstrate marked increases in fire frequency that 
cannot be fully explained by human-caused ignitions, historical fire 

suppression, or the spread of fire-adapted invasive species (28). The 
complexity of landscape fire poses challenges for formal climate 
change attribution of extreme fires and fire seasons, and observed 
changes in fire activity, although the number of such studies is grow-
ing, particularly at a regional scale (29, 30).

Drivers of fire
Landscape fire initiation and spread depend on the presence and dry-
ness of fuel, weather conditions and an ignition source [Fig. 3 and 
(31, 32)]. These drivers are interrelated and are influenced by orogra-
phy and land use. The combination of these factors at large scales 
defines what is known as a fire regime, encompassing a given region’s 

Fig. 2. Global patterns in fire activity. Mean annual burned area (top) and mean annual burned area per capita (bottom), each expressed as a fraction of each 0.25° grid 
cell, averaged over 2002 to 2022. Source: (18, 29).
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typical fire timing (e.g., frequency and seasonality), type (e.g., low-
severity or crown fires), size, intensity, and severity (33). Weather 
conditions are key components of fire danger models used by fire 
management and emergency management agencies worldwide. These 
models are also used to understand how fire risk may shift under 
climate change (34). Fire danger models typically incorporate vari-
ables such as surface air temperature, relative humidity, accumulat-
ed precipitation, and near-surface wind speed to assess potential 
flammability and determine whether the landscape is dry enough to 
sustain a fire.

Fuel abundance, continuity, and dryness are critical parameters 
that directly influence the occurrence, intensity, and rate of spread of 
fires. Fuel abundance and continuity are altered by landscape frag-
mentation, influencing fire spread (4). The spatial distribution of fuel 
between the ground and the canopy strongly influences fire behavior 
and intensity (35). The total mass of vegetation available as fuel for 
burning includes both living and dead components, which differ in 
flammability partly due to their capacity to retain moisture.

Fuel moisture is typically expressed as the proportion of water 
relative to the total dry mass of vegetation and is a key determinant of 
flammability. Dead fuels (especially fine fuels) are the source for most 
fire ignitions, and they respond quickly to atmospheric conditions. In 
contrast, live fuels have biotic controls (e.g., stomata) that constrain 
moisture loss. The most severe fires often include consumption of live 
fuels, although this still generally requires the presence of suitable dry 

dead fuels (36). Live fuels exhibit greater spatial variability, and their 
moisture content depends on plant physiology, local soil conditions, 
and topography (37, 38). Flammability of live fuels also depends on 
their chemical composition [in particular on volatile organic com-
pounds (39)].

Topography plays a substantial role in enhancing fire spread and 
erratic behavior (40). For example, local winds generated by day-
time heating create upslope and up valley winds during the day and 
nighttime cooling creates downslope and down valley winds (41). 
In addition, as fire moves uphill, the flames can draw closer to veg-
etation, preheating the fuels and increasing fire intensity. Features 
of slope morphology such as convexity and concavity influence the 
moisture content of soils and fuels, affecting their combustibility. 
Foehn-type winds are responsible for some extreme fire weather 
(42) and can have substantial impacts, such as the recent Los Ange-
les 2025 fires.

Atmospheric instability can substantially influence the spread 
and behavior of fires, sometimes leading to more erratic and danger-
ous conditions (13). Under unstable atmospheric conditions, fires 
can transition from being surface-driven, where wind dictates their 
behavior, to plume-driven fires. A visible indicator of plume-driven 
fires is the formation of a pyrocumulus cloud above the fire. If the 
pyrocumulus cloud grows large enough, it can begin to generate its 
own localized weather, including lightning, resulting in what is 
known as a pyrocumulonimbus—a thunderstorm created by fire 

Fig. 3. Drivers of landscape fire occurrence and propagation. Four main drivers limit the occurrence of fire: fuel amount, fuel availability (the dryness of the fuels), 
weather conditions (e.g., winds, temperature, and precipitation), and sources of ignition. Climate change follows multiple paths through each of these drivers to affect fire 
activity, often involving feedback loops.
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(43). The potential for such transitions is captured in various indices 
and parameters derived from vertical profiles of temperature and 
humidity, which reflect the atmosphere’s stability.

Through the whole of human evolution, fire was used to aid survival, 
e.g., for hunting and managing landscapes (44). In many parts of the 
world today, ignitions are primarily associated with human activities 
related to pasture management, transportation, recreation, accidents, or 
land-use change. These activities have evolved differently according to 
local ecology, climate, geography, social needs, and customs. Agricul-
tural societies in arid and semiarid biomes follow long-established 
indigenous practices involving low-intensity, frequent burns [e.g., 
Australia and South America (45)], while in tropical forests, fire was 
traditionally rare but has been introduced to accelerate land clearance 
for pasture and crops (46, 47). In urbanized environments and at the 
wildland urban interface, accidental fires and intentional fires are 
common, often reflecting cultural or religious practices (48). Just as 
there are many human ignition sources, there are many human fac-
tors that modify ignition probability, including suppression, fire man-
agement, and land-use change.

Although less frequent than human-caused fires in most of the 
world, fires from lightning can result in large burned areas, as lightning 
is the most common ignition source in remote, often unfragmented 
landscapes. A substantial proportion of fires in remote regions of 
Canada, the western United States and Australia are driven by light-
ning (8, 49). Lightning incidence is projected to increase under cli-
mate change by more than 40% globally, with the greatest increases 
occurring in most forested areas of the planet (50).

Landscape fire impacts
The framing of landscape fire impacts (along with the valuation or 
importance of those impacts) is a human construct (51). It is con-
tingent on preferences, objectives, and perspectives; this makes as-
sessing impacts deceptively challenging. Although there are many 
complexities involved, there are a range of methods and techniques 
for measuring and quantifying the impacts that occur at the fire 
front and beyond (51, 52). Per-capita burned-area patterns (Fig. 2, 
bottom) are particularly informative for human impacts: Where 
burned area per person is high, suppression resources per capita are 
typically low, and exposure to transboundary smoke can dominate 
total health and economic impacts even when local burned area is 
modest. However, the overwhelming attention on the negative as-
pects of landscape fire impacts overlooks the essential roles that fire 
plays in many ecosystems and the broad range of cultural services 
that it provides or enhances (53).

A single fire can affect plant survival, germination, growth, and 
regeneration, hence vegetation community composition and struc-
ture. Similarly, fauna can suffer mortality during a fire, or after a fire 
due to lack of food or shelter resources, with recovery dependent on 
the reestablishment of food and shelter resources. Experimental 
burning programs have been used to study plant and animal regen-
eration [e.g., (54)], and field observations together with remotely 
sensed approaches have been used to look at how ranges of burn se-
verity directly influence things such as soil microbiota (55), wildlife 
(56), and permafrost (57).

Going beyond the impacts of an individual fire are fire regimes, 
which describe the typical frequency, intensity, season, extent, and 
heterogeneity of fires over time in a given location [Fig. 3 and (33)] 
and which therefore influence medium- to longer-term vegetation 
community patterns. Plant functional traits that can help plants 

withstand fire (e.g., bark thickness) or regenerate after fire (e.g., re-
sprouting, serotiny, and seed banks) have been studied in various 
vegetation types and can be a crucial consideration in modeling eco-
system impacts under climate change (58). High fire frequency can 
remove species that are unable to reach reproductive maturity before 
the next fire, whereas low fire frequency can lead to the loss of fire-
dependent species (55). These changes can lead to shifts in flamma-
bility that reinforce directional changes in fire regimes; for example, 
short-interval fires may favor grass species, leading to a high fre-
quency of lower-intensity fires (59). Vegetation changes are linked 
heavily with changes in fauna species and communities (60). Many 
ecological studies have used chronosequence approaches, medium-
term prescribed burning experiments, or landscape-scale vegetation 
succession models to understand long-term fire patterns at the scale 
of the fire regime (61). Landscape succession models typically either 
simplify fire patterns [e.g., LANDIS (62)] or vegetation responses 
[e.g., FROST (63)].

Landscape fires have substantial direct impacts on humans and 
the built environment. Fatalities, large-scale structural losses, and 
losses of entire communities have been seen in many parts of the 
world, but systematic data collection remains limited (19,  64). 
Studying and learning from situations where loss of life occurred 
(whether civilian or firefighter) is an important area of research (65). 
House destruction and damage, along with a wide variety of impacts 
on infrastructure (including transportation, communications, elec-
tricity, water treatment, hospitals, schools, and other public build-
ings), are a common occurrence, yet the ultimate economic and 
social consequences of those losses are far reaching and can dwarf 
the immediate impacts.

For structure loss, wind tunnels have been used to study ember 
ignition of roofing and other building components, experimental 
burns have measured how fire behavior affects structure, and postfire 
structural surveys are used in landscape fire–affected communities 
(66). Structure losses can inform empirically derived response func-
tions to support house loss modeling (67, 68). A variety of studies 
have looked at vegetation, housing arrangement, weather, cause of 
ignition, and risk mitigation actions as critical factors related to 
house loss (69, 70). There have also been efforts to delineate what ar-
eas of a community or country are hot spots for fire impacts on 
humans—i.e., the wildland-urban interface (WUI); many studies have 
mapped the WUI globally or in various parts of the world (71). Some 
studies have also focused on recent trends in the fire exposure and/or 
extent of the WUI (72). Network modeling approaches have been used 
to investigate the various factors relevant to exposure to landscape fire 
in the WUI (73), and probabilistic modeling has been used to investi-
gate fire likelihood in the WUI (74).

Indirectly, fire has impacts on many aspects of human health, 
social and cultural values, agriculture, industry, and the economy. 
Health impacts from smoke have been considered through analysis 
of hospital admissions or morbidity and mortality for respiratory 
and cardiovascular conditions (75). The mental health impacts of 
fire, smoke, and evacuations are beginning to receive attention (76), 
along with the extensive sociocultural impacts (77, 78). Production 
through timber plantations and agriculture can be affected not only 
by loss of assets but also through the subsequent lag in production 
recovery. These impacts are salient to afforestation policies and re-
lated nature-based solutions (79). On the economic side, there are 
many impacts to consider, including industrial shutdowns, business 
closure, and fire management costs. Economic impacts of fires are 
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difficult to calculate due to the many indirect costs and losses [e.g., 
tourism decline, real estate impacts, and water treatment costs; (80)] 
and secondary consequences of fire including the substantial per-
sonal costs of evacuations (81).

CLIMATE CHANGE IMPACT ASSESSMENT
Baselines
By definition, change involves a transition between two states. Un-
derstandably, the focus of climate change impact assessments is the 
second of these two states, i.e., the warmer and more extreme future 
that awaits us if we fail to make urgent and deep cuts to our green-
house gas emissions (1). But this future is notable only insofar as it 
deviates from what has already occurred. Any understanding of pro-
jected climate change thus depends fundamentally on understand-
ing the present and the past. For the purposes of climate change 
impact assessments, the present is often defined in terms of a recent 
climatological baseline (e.g., 1961 to 1990 and 1991 to 2020) or the 
industrial period (e.g., 1750 or 1800 onward). The “observational pe-
riod” is often used as a baseline, but this measure is highly contin-
gent and can range from many centuries [cf. cherry blossoms (82)], 
to many decades [temperature and precipitation (83)], and to just a 
few decades [satellite observations (84)]. Projected future climate is 
compared to present climate not just in terms of moments of the 
distribution (e.g., mean, median, and extreme values) but also vari-
ability (e.g., interannual). It is in the context of variability that paleo-
climate studies have delivered powerful evidence about the nature of 
anthropogenic changes, such as in temperature and sea level rise (1). 
Evidence of substantial historical fluctuations in Earth’s climate un-
derscores our climate system’s—and our—sensitivity to current and 
projected changes in greenhouse gas emissions (1).

Earth system models
ESMs are the best current method to explore plausible climate futures. 
These models range considerably in terms of complexity and spatial 
resolution and in how well they capture the historical period (85). In 
addition to ESMs, considerable research has focused on downscaling 
global models to provide higher-resolution information for a given 
region, with grid resolutions of the order of tens of kilometers. The 
Intergovernmental Panel on Climate Change (IPCC) Sixth Assess-
ment Report assesses some of these activities, many of which occur 
under the coordinated regional downscaling experiment (CORDEX). 
There are many downscaling activities independent of CORDEX that 
reach spatial resolutions of a few kilometers (86, 87). Two common 
methods are dynamical downscaling, where regional climate models 
are forced at their boundaries by ESMs, and statistical downscaling, 
where fine-scaled data (e.g., from a weather station) is statistically 
linked to output at the scale of an ESM.

Dynamical downscaling adds value in regions of complex topogra-
phy [e.g., (88)], but it necessarily imports errors from the global models 
and therefore may or may not provide generally more robust projec-
tions at higher spatial detail. Downscaling can also be undertaken using 
statistical approaches (89, 90), but these approaches may not capture 
extremes well, particularly for precipitation. Moreover, in terms of fu-
ture climate, methods that assume stationarity (i.e. that the relation-
ships between fire and climate in the past and present will persist into 
the future) may provide a poor basis for future predictions because this 
assumption may not hold. Recent efforts to downscale ESMs using ma-
chine learning or artificial intelligence (ML/AI) show considerable 

promise (91, 92). The potential of ML/AI is difficult to quantify, but one 
of the challenges in using ESMs and dynamically downscaled ESMs is 
small ensemble sizes, which ML/AI may help overcome. Results from 
ESMs and downscaling are often bias corrected with the assumption 
that the bias correction is stationary in a changed climate. However, 
while it is straightforward to interpolate information from ESMs to the 
kilometer scale, the spatial resolution that contains robust information 
is far more coarse, spatially variable, variable dependent, and very hard 
to quantify. In addition, ML/AI approaches tend to obscure insights 
into mechanisms and cause-effect relationships.

Irrespective of the approach used, using a single model, whether 
in the form of an ESM or a downscaled product, is generally an un-
reliable basis for decisions. Two approaches address this limitation: 
the creation of “ensembles of opportunity” where an experimental 
protocol is agreed and modeling groups choose to opt in as they wish 
[e.g., (93)] and the creation of large ensembles using a single ESM 
where one group defines an experimental protocol and runs a single 
model [e.g., (94)]. These two approaches are not interchangeable, 
and each has unique risks and benefits. Within the ensembles of op-
portunity, for instance, there are a wide variety of numbers of real-
izations used to explore internal variability. These provide useful 
information but are not commonly used in impact research, in part, 
because of discrepancies in study design that can bias results (e.g., 
aggregating data from 10 realizations from one model with 3 realiza-
tions from another model). Alternatively, developing large ensem-
bles with a single ESM not only produces more internally consistent 
results but also inherently reflects any systematic biases associated 
with the selected ESM.

Using climate model output
Climate models typically generate arrays of climate variables with 
one-time dimension and two or three spatial dimensions (e.g., time 
series of surface air temperature and precipitation or of air tempera-
ture at different atmospheric levels). For visualization and reporting 
purposes, spatial or temporal dimensions are often collapsed (e.g., by 
averaging over time or geographic area), although multiple models or 
emission scenarios may still need to be represented. Climate change 
projections are typically depicted as continuous time series (e.g., 1850 
to 2100) or as a change from current conditions. The latter “delta” ap-
proach generally involves calculating statistics for reference historical 
periods (e.g., 1850 to 1900) and subtracting them from statistics 
based on reference future periods (e.g., 2081 to 2100) to arrive at the 
projected change value. An increasingly common variant of the delta 
approach involves reporting changes associated with benchmark lev-
els of overall global warming such as 1.5°, 2°, or 4°C, regardless of 
when these benchmarks are projected to occur (1).

Postprocessing and analysis of climate model data vary in com-
plexity, from simple spatial and temporal summaries of individual 
variables to multistep modeling chains that incorporate climate 
model output as part of a bigger process. At the simplest end are 
highly aggregated values common in IPCC assessment reports, such 
as maps of the projected change in annual, seasonal, or monthly tem-
perature and rainfall and time series of the trajectory of the global 
mean of these variables through time. Descriptive statistics can also 
be used to investigate the potentially fine (i.e., subdaily) output avail-
able from climate models; often these include mean, median, mini-
mum, maximum, and extreme values such as 95th percentile or days 
over (or below) threshold. A wide range of spatial aggregations of 
climate model outputs is possible, notwithstanding potential spatial 
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resolution mismatches. Examples include continents, subcontinents 
(95), countries and administrative areas (96), biomes (97), ecosystem 
types (98), and land use or cover types (99, 100).

Climate model output is frequently used to support impact as-
sessments that extend beyond the narrow set of variables available 
from these models. In these cases, climate model outputs become in-
puts to other modeling processes. These downstream models range 
from simple to complex and from process-based to empirical, but all 
require a link between the climate system and the impact of interest. 
The simplest impact models produce climate indices, which can be 
calculated directly from climate model output and have been devel-
oped to represent many phenomena including modes of climate 
variability, climate extremes, biometeorology, aridity, and drought 
(101, 102). More complicated models may require multiple additional 
inputs [e.g., crop yield models (103)] or have a computational ex-
pense similar to the climate models themselves [e.g., dynamic global 
vegetation models (104)]. Regardless of structure, impact models 
should be evaluated not just against observations but also in terms of 
their general robustness, which includes their sensitivity to climate 
and their ability to represent uncertainty (105). Even where climate 
change impact models have not been developed, any link between the 
climate and some other system can serve, at least implicitly, as a basis 
for assessing potential impacts of climate change.

Thorny issues in climate change impact assessment
The climate change impact assessment process is beset by uncertainty 
and complexity, sometimes irreducibly so. Transparency about limi-
tations is essential for developers and users of these assessments. 
Here, we present some key issues for developers and users of general 
climate change impact assessments.
Model evaluation
There is no consensus on what makes a “good” or “bad” model despite 
major assessment processes led by the IPCC (85, 106). A major chal-
lenge for users of ESMs is the rapid increase in the variety of models. 
In 1990, when the first IPCC report was published, three coupled cli-
mate models existed—now, there are 61 (107). While more models 

might seem beneficial, these models are not fully independent, poten-
tially biasing results when multiple seemingly independent models 
are averaged or otherwise combined. Despite this, there are no stan-
dardized methods or best practices for bias correction and different 
methods can lead to very different outcomes (108).
Using multiple models
There is no consensus about ensemble design, which involves deci-
sions about emission scenarios and model selection criteria includ-
ing model performance, model independence, and the range of 
possible climate futures considered (109). Users of climate projec-
tions may be unaware of how a particular ensemble was designed, 
limiting their ability to draw reasonable inferences from it. Where 
climate change model output forms part of a long or complex chain 
of models, there is the risk of multiplication of uncertainty and er-
rors, including through mismatches in the spatial resolution of dif-
ferent data layers.
Application
Despite the limits of ESMs, scenarios, downscaling, and impact as-
sessment modeling chains, there is strong demand for—and a 
growing supply of—products that aim and/or claim to fill these 
knowledge gaps. However, it is not currently feasible to develop 
highly granular risk– or outcome-based estimates of future fire. 
There are options that can be developed to explore plausible futures, 
including sensitivity testing, stress testing, and storylines [plausible, 
physically self-consistent scenarios intended to be illustrative rather 
than representative (110, 111)]. Despite this, developers and users 
should be aware that selecting and communicating individual fu-
tures from within a fundamentally uncertain set of plausible futures 
are deeply challenging.

ASSESSING CLIMATE CHANGE IMPACTS ON LANDSCAPE FIRE
Modeling future fire
To use ESMs to explore plausible fire futures, either fire must be explic-
itly represented in the model or a relationship must be established be-
tween the climate/weather system and landscape fire activity (Fig. 4). 

Fig. 4. Visualization of climate change impact assessment for landscape fire. Assessment combines fire models (brown box) with ESMs (green circle). Fire models can 
take a range of forms but must include a link between the climate system and some aspect of fire. ESMs can be used to generate plausible future climates based on spe-
cific emission scenarios. This future climate information can then be used to “drive” the fire model, resulting in projections of future fire. The difference (delta) between 
modeled present and future conditions is often used as a measure of the degree of any projected changes. The difference between modeled and observed fire (or climate) 
is referred to as bias and is not shown here. ESMs increasingly include models of fire activity.
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Simulating fire within an ESM is challenging, and intercomparisons 
between models point to large variations between burned area pro-
jections (112). Many of the process-based fire models have been 
improved in the past decade, partly thanks to the Fire Model Inter-
comparison Project (113, 114). In the next IPCC round, for the first 
time more than half of the contributing climate models will have an 
interactive fire module and can explore climate-fire relations and 
feedbacks. Alternatively, using the relationship approach, ESM-
derived changes in climate/weather can be used to predict corre-
sponding changes in fire. Empirical models are regularly developed 
for this purpose (115, 116). Of perhaps greater interest are process-
based models that have a wide user community and aim to repre-
sent a range of relevant factors, including fire growth models, 
landscape fire models, coupled atmosphere-fire models, and most 
recently ML models.

Fire growth models (also known as fire behavior models or fire 
simulators) use relationships between weather, fuel spatial distribu-
tion, type, load, moisture, and topography to estimate fire behavior 
variables such as rate of spread and intensity. These models are often 
used by fire management agencies for tactical and strategic applica-
tions for an individual fire. For example, FARSITE (117) has been 
used for operational and research purposes for decades. Fire growth 
models have been used to study the impacts of climate change on 
fire activity in various regions with findings ranging from a modest 
increase up to an eightfold increase in area burned by the end of the 
21st century (118, 119). Landscape fire models can simulate multi-
ple fires over the landscape and can be one of the most effective tools 
for studying the relationships between climate/weather, fire, and 
vegetation. The LANDIS model et al. (62) has been widely used to 
study fire and windthrow and harvest disturbance regimes on land-
scape pattern and structure. These landscape fire models have also 
been used to explore the potential impacts of climate change on fire 
activity and vegetation (59). There are hundreds of fire growth and 
landscape fire models that have been developed for many applica-
tions so care should be taken to ensure that the right model is used 
for an appropriate application.

In contrast with fire growth and landscape fire models, coupled 
fire-atmospheric models use physical or empirical modeling of fire 
processes in the atmospheric boundary layer with a computational 
fluid dynamics model of the atmosphere. They are used to improve 
our understanding of key physical (and to a lesser extent social) 
processes driving fire dynamics and potentially enable better pre-
dictability of fire behavior across a wide range of conditions (120). 
For example, FIRETEC (121) models the coupling between fire, 
atmospheric conditions, and topography. These coupled models 
allow fire itself to influence local weather (e.g., wind speed and 
direction) that then alters fire behavior through feedback process-
es. The addition of such feedbacks may be essential for accurately 
modeling landscape fire spread, especially for extreme fire behav-
ior events.

Last, a wide range of ML/AI methods have been applied to pre-
dict fire growth including Artificial Neural Networks, Bayesian 
Networks, Genetic Algorithms, K-Nearest Neighbor, and Random 
Forests. The ML/AI approach to fire modeling is growing rapidly 
and includes modeling of fuels, fire detection and mapping, fire 
weather and climate change, fire probability, fire behavior predic-
tion, fire effects, and fire management (122, 123). Several studies 
have used ML approaches to estimate the impact of climate change 
on fire activity or at least fire weather. For example, Moritz et al. 

(124) used MaxEnt to project future fire probability globally. De-
spite the ability of ML methods to learn from data without explicit 
causal or process modeling, expertise in landscape fire science is 
necessary to ensure realistic representations of fire processes across 
multiple scales. Moreover, the complexity of some ML methods, 
such as deep learning, requires an extensive and sophisticated 
knowledge of their application.

Modeling the future of fire’s drivers
Given fire’s complexity, a common approach to climate change im-
pact assessment is to project changes to just one of the key drivers of 
landscape fire (fuel amount, fuel dryness, weather, and ignition), ef-
fectively holding the other drivers constant (Fig.  4). Weather and 
climate are central to landscape fire, and ESMs are central to climate 
change impact assessment. As a result, there has been an abundance 
of studies examining changes in fire weather in the context of pro-
jected changes in climate, often using fire danger rating systems 
(14). Broadly speaking, projections indicate a substantial increase in 
the probability of weather and climate conditions that promote ex-
treme fire activity, e.g., up to a 10-fold increase in Europe (125). Cli-
mate change is recognized to have several impacts on atmospheric 
instability, primarily through enhanced surface heating and in-
creased atmospheric moisture. These changes can increase the en-
ergy available for convection, potentially intensifying storms. In 
addition, alterations in large-scale circulation patterns (e.g., weak-
ening of the jet stream) may shift the distribution of instability and 
wind patterns, potentially leading to more extreme weather and fire 
events (126). One notable impact already observed is an almost 
doubling of clear-air turbulence due to climate change (127). Clear-
air turbulence, which substantially affects aviation, is caused by ver-
tical wind shear events when two air masses overlap and move at 
different speeds or in different directions and are the results of a 
generally more unstable atmosphere. We could, therefore, hypothe-
size that an increase in the probability of pyrocumulus formation is 
plausible. Emerging evidence suggests that there may be a link be-
tween pyrocumulus occurrences and climate change, but more work 
in this area is needed (128).

Atmospheric demand for water can be readily computed from 
ESMs and, as noted above, is closely linked to fuel moisture (129). 
Despite this, there are relatively few studies that focus explicitly on 
future fuel moisture [e.g., (130, 131)], with many instead incorpo-
rating fuel moisture into broader predictions of fire danger or ac-
tivity. Simplifying climate change assessments by focusing on a 
single driver is problematic in the case of fuel, as one complexity 
(fire) is traded for another, arguably far greater one, i.e., vegetation. 
Nevertheless, there are some indications of how vegetation and 
fuel may change with continued climate warming. In some areas, 
the expansion of flammable vegetation into regions where it was 
previously sparse (e.g., tundra to boreal transition zones) could 
lead to an increase in fire activity (21). Conversely, the loss of forest 
cover in regions experiencing extreme drought or heat stress may 
reduce fuel availability, potentially decreasing fire activity while 
increasing susceptibility to erosion and land degradation (132). 
Empirical and process-based models have been used to predict fu-
ture fuel (133), with dynamic global vegetation models represent-
ing a special case.

With respect to ignitions, projecting future human-caused igni-
tions is challenging. Large changes in human behavior are likely in a 
changing climate, but these aspects are often excluded from climate 
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analyses due to the intrinsic difficulties of including nonphysical 
processes. There are very few studies examining how social behavior 
has shifted and may continue to shift, as well as the potential modi-
fications these changes could bring to current fire regimes. Never-
theless, because fire weather is a strong predictor for a range of 
anthropogenic ignition causes (134), continued warming is likely to 
increase these ignitions, all other things being equal. ESMs have 
been used to investigate how lightning frequency will change as the 
planet warms. Lightning frequency was found to increase by up to 
30% per degree of global warming over intact extratropical forests, 
suggesting that climate change increases the risk of landscape fire 
ignitions (135, 136). Moreover, especially in the Arctic regions, this 
will be in addition to a projected increase in ignition efficiency by 
9% in Alaska and 28% in the Northwest Territories of Canada per °C 
of warming by the end of the century (135). This means a growing 
likelihood of ignitions in these areas.

Modeling future fire impacts
The key challenge for projecting the impacts of fire under climate 
change is the addition of potentially complex, multistep chains of cau-
sality to the already complex phenomenon of landscape fire (Fig. 4). 
In general, the further removed from the direct effects of fire, the 
harder it is to project impacts. Compared to fire activity and the key 
drivers of fire, there has been relatively little study of future fire im-
pacts, although this is likely to change rapidly in the coming years.

Under climate change, the costs of landscape fire and fire man-
agement are likely to increase markedly. For example, one study 
found that fire suppression costs in those rare, but very busy fire 
seasons will simply be a common, almost annual occurrence (137). 
Another study found that average annual costs of treatments and 
impacts will substantially increase under future climates (138). Em-
pirical relationships between fire, smoke, and human health have 
been linked with risk models (139), finding that smoke health costs 
of fire are likely to increase. The same kinds of risk models have 
been used in southeastern Australia to explore future risks to 
obligate-seeder forests, which are vulnerable to increased fire fre-
quency (63).

It is easier to project impacts when they are common and direct, 
and there is strong empirical evidence that can be used to model or 
forecast future fire risk to values. However, where the impacts are 
indirect and influenced by social, environmental, economic, and 
cultural factors, the relationships are harder to study due to the 
overriding effects of local conditions. Last, where there are feed-
backs from fire regimes to the values, these become more challeng-
ing to measure empirically and model into the future.

Thorny issues in projecting climate change impacts on 
landscape fire
The relationship between landscape fire and climate change is mul-
tifaceted, multiscale, dynamic, and full of feedbacks. This complex-
ity and uncertainty make modeling future fire a challenging task. 
Here, we present some key issues for developers and users of climate 
change impact assessments for fire.
Baselines
Climate change impacts depend on properties of the prevailing fire 
regime, including the relative importance of fuel, dryness, weather, 
and ignition; the interplay between these factors and how they can 
constrain fire is complex and varies spatially (32, 140). This limits our 
understanding of current baselines and thus our ability to interpret 

potential changes. Furthermore, much of our knowledge of fire and 
its interactions with the weather/climate system is biased toward 
studies whose authors were based in North America, Australia, and 
Western Europe (Fig. 5). These blind spots can be locally, regionally, 
and even globally important (cf. the tropics).
Nonstationarity
Nonstationarity means that fundamental processes can change over 
time in ways that may not be fully understood. This is an issue for 
any model that aims to predict the future based on fire-weather/cli-
mate relationships in the present or past. These predictions assume 
that observed relationships will persist in the future, a hypothesis 
that may be false and is not easily testable. Process-based models 
may have an increased capacity to deal with stationarity compared 
to simple empirical and highly complex physical models, but more 
research is required (141). A related point is the possibility of new 
fire or climate/weather conditions for which there are no historical 
analogs (142). In either case, predictions may become unreliable or 
more uncertain.
Working with ESMs
ESMs use spatial resolutions of around 100  ×  100 km, which 
makes them of limited value to examining fire risk. These models 
tend to overestimate atmospheric water vapor (thereby underesti-
mating fuel dryness) in some regions (143); underestimating this 
key driver of fire activity may mean impacts will ultimately be 
higher than predicted. Variables that depend on large-scale synop-
tic scale systems (e.g., heatwaves) might be well projected but oth-
er fire-relevant phenomena remain poorly resolved [e.g., fronts, 
sea breezes, slope and valley winds, and wind gusts (144)]. In addi-
tion to this, there are no “representative conflagration pathways,” 
i.e., agreed scenarios for fire (analogous to emissions scenarios) 
that include human interventions such as prescribed burning and 
that can be used to guide impact assessment [although see (145)]. 
As noted above (see Climate change impact assessment section), 
choice of model and scenario directly affects projections of future 
fire activity. It may be helpful for those using ESM output to under-
stand where their selected model(s) sit within the overall change 
space [e.g., (146)].

Downscaling and bias correction can add value to ESMs, but 
there are limits. There is little guidance as to which ESMs or down-
scaling products are “best” to use in the case of landscape fire. Bias 
correction for landscape fire analysis is challenging because it may 
draw on multiple, potentially codependent variables with consider-
ably different observational records (cf. temperature, rainfall, hu-
midity, and wind speed, common ingredients of fire danger rating 
systems). Potential responses include using multiple models (not as 
an average but individually), evaluating models for the specific pur-
pose, testing for model independence, aggregating data across 
models as distinct from averaging, and using specialized methods 
(147). Bias correction may not even be possible for important fire-
relevant variables as fuel loads, fuel dryness, and even wind due to 
a lack of long-term observations. ML/AI models may potentially 
provide better fits to data than traditional statistical approaches, 
especially where they can draw on large datasets, e.g., ESMs and 
satellites (148).
Understanding and managing impacts
Changing fire environments may push risk management into un-
charted territory, raising the urgency of understanding impacts. 
Per-capita perspectives also matter operationally: Remote, sparsely 
populated fire landscapes—which dominate the per-capita map 

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026



Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

10 of 16

(Fig. 2, bottom)—are precisely where suppression capacity saturates 
first under concurrent events, making escalation with warming 
harder to contain and increasing the probability of multiregional 
smoke events. Moreover, new areas of the world are emerging as fire 
prone (149), and there are more overnight burning events (150), 
overwintering fires (151), and longer and more extreme fire seasons 
(19). Projections do not consider unknown unknowns, i.e., totally 
unexpected surprises or sudden changes in fire activity.

Our methods for mitigating risk at tactical and strategic levels 
are also likely to change over time, which could substantially affect 
the predicted effects of climate change. Global urbanization will in-
crease the demands to protect communities (72), fire management 
policy changes can affect fire activity (152), and the consequences of 
climate change will lead to fire activity that exceeds the limits of sup-
pression resource capacity (119, 131, 153). These pressures are forc-
ing a fundamental rethink of how we manage fire.
Feedbacks
Because of the influence of past fire on future fire, potential in-
creases (decreases) in fire may be partially compensated by de-
creases (increases) elsewhere, but this requires testing and is 
complicated by the influence of various bottom-up and top-down 
drivers (154, 155). At the scale of the global climate system, it is 
not yet clear whether landscape fires will have a positive or nega-
tive feedback to global warming. Feedbacks can stem from deep 
burning tropical and boreal peatland fires and their substantial 
emissions (156), smoke and greenhouse gas emissions from fire, 

black carbon aerosol and deposition, immediate and long term 
impacts of fire on permafrost and the release of hydrates, changes 
to lightning occurrence, albedo, and the effects of stratospheric 
smoke and moisture from increased convective energy and pyro-
cumulonimbus events (157).
Interdisciplinarity
The multifaceted nature of landscape fire and its impacts means 
that a full understanding of the processes of interest requires ex-
pertise in multiple disciplines. We have already mentioned a range 
of topics (e.g., atmospheric physics, botany, ecology, economics, 
fire behavior modeling, health and medical sciences, meteorology, 
paleo science, and remote sensing), but others are important in-
cluding pests, disease, and invasive species. The direct and indi-
rect influence of humans over fire and its impacts loom large. Key 
examples include fire suppression, prescribed and cultural burn-
ing, land-use changes, forest clearing and broader policy, and le-
gal and governance frameworks. These human dimensions of fire 
are not easily incorporated into models (158), although excep-
tions include scenarios of land-use change (159) and population 
growth (160).

Integrating these insights requires collaboration and communi-
cation across traditional academic and administrative boundaries, 
sectors, and knowledge systems to understand differences in meth-
ods, norms, data quality, standards, and so on. This collaboration 
requires additional commitments of time, effort, and funding and 
is often actively disincentivized. From a practical standpoint, there 

Fig. 5. Top 20 countries with the most journal articles published on the topic of climate change and landscape fire. See the Supplementary Materials for details of 
search term.
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is also no agreement on how best to combine results from different 
methodological approaches. Methodological diversity can be an as-
set, but it requires additional consideration, deliberation, and po-
tentially innovation.

TOWARD EFFECTIVE CLIMATE CHANGE IMPACT ASSESSMENTS 
FOR LANDSCAPE FIRE
Assessing the impacts of climate change on landscape fire incorpo-
rates methods from climate modeling and landscape fire modeling 
(Fig. 4). It therefore requires an understanding of principles, meth-
ods, limitations, and knowledge gaps in these two fields. Both fields 
are intrinsically multidisciplinary, which argues for diverse, multi-
disciplinary teams to carry out this work. Without an understanding 
of landscape fire, practitioners and their audiences are vulnerable to 
a range of avoidable problems, such as not addressing feedbacks or 
ignoring important nonclimate drivers of landscape fire risk (see 
Thorny issues in climate change impact assessment section). Under-
taking this work without understanding how climate change im-
pacts are assessed leaves the same groups vulnerable to a different 
set of issues, including inadequate consideration of the range of pos-
sible future changes in climate and false confidence about the preci-
sion or spatial resolution of impacts (see Modeling future fire 
impacts section). To make these issues more tangible, we provide 
two examples of potential research that could contribute to a climate 
change impact assessment for fire, both in the form of storylines 
(Box 1). Each touches on only a fraction of the issues rose here, but 
in keeping with the spirit of storylines, they are self-consistent ex-
amples of efforts to engage with current knowledge and methods in 
landscape fire and climate change modeling.

A more fundamental limitation is that scientific research plays a 
necessary but insufficient role for supporting knowledge, decisions, 
and actions outside academia (161). This is most obvious in the 
case of climate change, where decades of science have been—and 
continue to be—met with a wall of resistance from powerful inter-
ests and entrenched ideologies (162). By now, it is abundantly clear 
that simply assessing the impacts of climate change in a particular 
area does not necessarily lead to concrete, meaningful steps to mit-
igate or adapt to these impacts. There is no equivalent of a fossil fuel 
lobby in landscape fire, but there are multiple, sometimes incom-
patible alternative framings of the landscape fire problem, includ-
ing whether it is even a problem at all (53, 163). Not all of these 
framings are equally privileged by maintaining the status quo, 
which, for example, tends to favor expenditures on suppression 
over recovery and risk reduction (152) and to marginalize Indige-
nous fire knowledge (25, 164). First Nations approaches to fire may 
not sit easily within a risk management paradigm (139), and more 
work is needed to include, support, and value this knowledge in its 
own right (165, 166). Communicating scientific knowledge about 
landscape fire and translating it into meaningful action are chal-
lenging, especially given the diverse set of stakeholders that influ-
ence and are affected by landscape fire. This situation argues not 
just for multidisciplinary teams but also teams that span different 
sectors and knowledge systems, including Indigenous fire knowl-
edge. In the coming years, building upon existing knowledge will 
be crucial for developing robust climate change impact assessments 
for landscape fire, but the most influential outcomes from this work 
may come through innovation on translating this knowledge into 
effective decisions.

Box 1. Two storyline approaches to climate change impact 
assessment for landscape fire.
Storyline 1: Probability of a Black Summer–type event under current and 
future climate change

The study topic considers whether climate change is increasing the 
likelihood and severity of extreme fire conditions. The specific question is 
will the weather conditions associated with the 2019–2020 Black Summer 
fires in eastern Australia represent an outlier relative to the historical 
record and whether those conditions will become more likely under 
future climate change. A key consideration is how to characterize the 
extremity of the Black Summer conditions. One approach is to use 
established fire danger metrics such as the Forest Fire Danger Index (FFDI) 
or the Fire Weather Index (FWI). These metrics could be sourced from 
regional or global reanalysis datasets or from long-term station 
observations. Several complementary methods are available for defining 
how extreme conditions were. A fixed threshold (e.g., an FWI or FFDI value 
of 50) could be used to examine whether the number of days above this 
threshold was exceptional during the Black Summer. In contrast to this 
somewhat arbitrary threshold, statistical approaches such as percentiles 
or sigmas could also be used. Percentiles allow identification of days when 
index values fall in the top 1% of the historical distribution. Sigmas 
measure how many SDs (σ) an event lies from the long-term mean, e.g., a 
5-sigma event represents truly exceptional fire danger. The choice of 
reference period is crucial, as it contextualizes events in the relevant 
climatology. A standard baseline for present-day climate, such as 1990 to 
2020, provides a distribution against which the rarity of an event can be 
assessed. Examining previous periods, for example, 1950 to 1980, helps 
understanding of how the odds of such an event have changed over time. 
Using future climate simulations further allows us to estimate the 
probability of observing a similar extreme event under projected 
conditions (Fig. 6).

Storyline 2: Attribution of a Black Summer–type event to 
anthropogenic forcings

The study topic is the extent to which observed increases in the 
likelihood and severity of extreme conditions can be attributed to 
anthropogenic forcings and emissions. The specific question is whether, 
and if so by how much, human-caused greenhouse gas emissions have 
changed the likelihood of weather conditions associated with the 
2019–2020 Black Summer fires in eastern Australia. Attribution analysis 
compares the observed or reanalysis-based distribution of extreme fire 
weather indices with distributions generated by climate models under 
different forcing scenarios, for example, using Overview of the Coupled 
Model Intercomparison Project Phase 6 simulations. In this method, we 
compare the actual world, which includes anthropogenic greenhouse gas 
emissions and other human influences, with a counterfactual world where 
human influences are removed, representing a preindustrial climate. 
Using the threshold established in storyline 1, we could test whether the 
likelihood of exceeding it has changed between these two worlds. For 
instance, if in the counterfactual world only about 1% of days exceed the 
threshold, but in the actual world 5 or 10% of days exceed it, then the 
odds of experiencing Black Summer–type fire weather could be said to be 
higher due to human-induced climate change. This approach would 
highlight the extent to which anthropogenic forcing has shifted the entire 
distribution of fire danger toward higher values, making days that used to 
be exceptionally rare (e.g., top 1%) occur much more frequently in today’s 
climate (Fig. 6).
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The PDF file includes:
Legends for data S1 and S2

Other Supplementary Material for this manuscript includes the following:
Data S1 and S2

REFERENCES
	 1.	I PCC, “Climate change 2023: Synthesis report. Contribution of working groups I, II and III 

to the sixth assessment report of the Intergovernmental Panel on Climate Change,” H. 
Lee, J. Romero, Eds. (IPCC, 2023).

	 2.	 R. T. Pierrehumbert, Principles of Planetary Climate (Cambridge Univ. Press, 2010).
	 3.	I . J. Glasspool, R. A. Gastaldo, Silurian wildfire proxies and atmospheric oxygen. Geology 

50, 1048–1052 (2022).
	 4.	N . Andela, D. C. Morton, L. Giglio, Y. Chen, G. R. van der Werf, P. S. Kasibhatla, R. S. DeFries, 

G. J. Collatz, S. Hantson, S. Kloster, D. Bachelet, M. Forrest, G. Lasslop, F. Li, S. Mangeon,  
J. R. Melton, C. Yue, J. T. Randerson, A human-driven decline in global burned area. 
Science 356, 1356–1362 (2017).

	 5.	 M. W. Jones, S. Veraverbeke, N. Andela, S. H. Doerr, C. Kolden, G. Mataveli, M. L. Pettinari, 
C. le Quéré, T. M. Rosan, G. R. van der Werf, D. van Wees, J. T. Abatzoglou, Global rise in forest 
fire emissions linked to climate change in the extratropics. Science 386, eadl5889 (2024).

	 6.	 J. R. Marlon, What the past can say about the present and future of fire. Quatern. Res. 96, 
66–87 (2020).

	 7.	N . Andela, D. C. Morton, L. Giglio, R. Paugam, Y. Chen, S. Hantson, G. R. van der Werf,  
J. T. Randerson, The Global Fire Atlas of individual fire size, duration, speed and direction. 
Earth Syst. Sci. Data 11, 529–552 (2019).

	 8.	 P. Jain, Q. E. Barber, S. Taylor, E. Whitman, D. C. Acuna, Y. Boulanger, R. D. Chavardès,  
J. Chen, P. Englefield, M. Flannigan, M. P. Girardin, C. Hanes, J. Little, K. Morrison,  
R. S. Skakun, D. K. Thompson, X. Wang, M.-A. Parisien, Drivers and impacts of the 
record-breaking 2023 wildfire season. Nat. Commun. 15, 6764 (2024).

	 9.	 M. M. Boer, V. Resco de Dios, R. A. Bradstock, Unprecedented burn area of Australian 
mega forest fires. Nat. Clim. Chang. 10, 171–172 (2020).

	 10.	 L. Collins, R. A. Bradstock, H. Clarke, M. F. Clarke, R. H. Nolan, T. D. Penman, The 2019/2020 
mega-fires exposed Australian ecosystems to an unprecedented extent of high-severity 
fire. Environ. Res. Lett. 16, 044029 (2021).

	 11.	 P. Jain, D. Castellanos-Acuna, S. C. P. Coogan, J. T. Abatzoglou, M. D. Flannigan, Observed 
increases in extreme fire weather driven by atmospheric humidity and temperature. Nat. 
Clim. Chang. 12, 63–70 (2022).

	 12.	 C. X. Cunningham, G. J. Williamson, D. M. J. S. Bowman, Increasing frequency and 
intensity of the most extreme wildfires on Earth. Nat. Ecol. Evol. 8, 1420–1425 (2024a).

	 13.	 A. Duane, M. Castellnou, L. Brotons, Towards a comprehensive look at global drivers of 
novel extreme wildfire events. Clim. Change 165, 43 (2021).

	 14.	 M. W. Jones, J. T. Abatzoglou, S. Veraverbeke, N. Andela, G. Lasslop, M. Forkel,  
A. J. P. Smith, C. Burton, R. A. Betts, G. R. van der Werf, S. Sitch, J. G. Canadell, C. Santín,  
C. Kolden, S. H. Doerr, C. le Quéré, Global and regional trends and drivers of fire under 
climate change. Rev. Geophys. 60, e2020RG000726 (2022).

	 15.	 D. Chen, M. Rojas, B. H. Samset, K. Cobb, A. Diongue Niang, P. Edwards, S. Emori,  
S. H. Faria, E. Hawkins, P. Hope, P. Huybrechts, M. Meinshausen, S. K. Mustafa, G.-K. Plattner, 
A.-M. Tréguier, “Framing, context, and methods,” in Climate Change 2021: The Physical 
Science Basis. Contribution of Working Group I to the Sixth Assessment Report of the 
Intergovernmental Panel on Climate Change, V. Masson-Delmotte, P. Zhai, A. Pirani,  
S. L. Connors, C. Péan, S. Berger, N. Caud, Y. Chen, L. Goldfarb, M. I. Gomis, M. Huang,  
K. Leitzell, E. Lonnoy, J. B. R. Matthews, T. K. Maycock, T. Waterfield, O. Yelekçi, R. Yu, B. Zhou, 
Eds. (Cambridge Univ. Press, 2021), pp. 147–286.

	 16.	 O. Arino, J. M. Rosaz, P. Poloup, “The ATSR World Fire Atlas and a synergy with POLDER 
aerosol products,” in Proceedings of the International Workshop on the Applications of the 
ERS Along Track Scanning Radiometer 8 (ESRIN, 1999).

	 17.	 L. Giglio, L. Boschetti, D. P. Roy, M. L. Humber, C. O. Justice, The Collection 6 MODIS 
burned area mapping algorithm and product. Remote Sens. Environ. 217, 72–85 (2018).

	 18.	 Y. Chen, J. Hall, D. van Wees, N. Andela, S. Hantson, L. Giglio, G. R. van der Werf,  
D. C. Morton, J. T. Randerson, Multi-decadal trends and variability in burned area from 
the fifth version of the Global Fire Emissions Database (GFED5). Earth Syst. Sci. Data 15, 
5227–5259 (2023).

	 19.	 M. W. Jones, D. I. Kelley, C. A. Burton, F. Di Giuseppe, M. L. F. Barbosa, E. Brambleby,  
A. J. Hartley, A. Lombardi, G. Mataveli, J. R. McNorton, F. R. Spuler, J. B. Wessel,  
J. T. Abatzoglou, L. O. Anderson, N. Andela, S. Archibald, D. Armenteras, E. Burke,  
R. Carmenta, E. Chuvieco, H. Clarke, S. H. Doerr, P. M. Fernandes, L. Giglio, D. S. Hamilton, 
S. Hantson, S. Harris, P. Jain, C. A. Kolden, T. Kurvits, S. Lampe, S. Meier, S. New,  
M. Parrington, M. M. G. Perron, Y. Qu, N. S. Ribeiro, B. H. Saharjo, J. San-Miguel-Ayanz,  
J. K. Shuman, V. Tanpipat, G. R. van der Werf, S. Veraverbeke, G. Xanthopoulos, State of 
wildfires 2023–2024. Earth Syst. Sci. Data 16, 3601–3685 (2024).

	 20.	 B. Byrne, J. Liu, K. W. Bowman, M. Pascolini-Campbell, A. Chatterjee, S. Pandey,  
K. Miyazaki, G. R. van der Werf, D. Wunch, P. O. Wennberg, C. M. Roehl, S. Sinha, Carbon 
emissions from the 2023 Canadian wildfires. Nature 633, 835–839 (2024).

	 21.	 R. C. Scholten, S. Veraverbeke, Y. Chen, J. T. Randerson, Spatial variability in Arctic–boreal 
fire regimes influenced by environmental and human factors. Nat. Geosci. 17, 177–184 
(2024).

Fig. 6. Hypothetical data illustrating the two storyline-based approaches to climate change impact assessment for landscape fire. Both examples use the FWI 
to represent fire weather conditions and an index threshold value of 50 to represent extreme conditions. The study area and time is the Black Summer fires of 2019 and 
2020 in eastern Australia. Storyline 1 (left) shows the historical context of a Black Summer–type event. In the past climate example (e.g., 1950 to 1980; green line), an 
event with 200 days above the FWI threshold would have fallen at the 98th percentile. In the present climate (e.g., 1990 to 2020; blue line), the same 200-day event lies 
at approximately the 79th percentile, while in a future climate scenario (e.g., 2080 to 2100; red line), an FWI of 50 represents the 66th percentile, reflecting a projected 
increase in extreme fire weather conditions. Storyline 2 (right) shows the attribution of increased risk using ESM simulations. In the factual world with human-induced 
greenhouse gasses (GHG; blue line), the 200-day Black Summer event falls at approximately the 98th percentile, whereas in the counterfactual world without human 
influence (yellow line), the same event would have been at the 79th percentile, indicating that such extreme fire conditions would have been much rarer without an-
thropogenic climate change.

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026



Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

13 of 16

	 22.	 A. T. Karp, J. T. Faith, J. R. Marlon, A. C. Staver, Global response of fire activity to late 
Quaternary grazer extinctions. Science 374, 1145–1148 (2021).

	 23.	 A. L. Daniau, M. F. Sánchez Goñi, P. Martinez, D. H. Urrego, V. Bout-Roumazeilles,  
S. Desprat, J. R. Marlon, Orbital-scale climate forcing of grassland burning in southern 
Africa. Proc. Natl. Acad. Sci. U.S.A. 110, 5069–5073 (2013).

	 24.	 M. Mariani, S. E. Connor, M. Theuerkauf, A. Herbert, P. Kuneš, D. Bowman, M. S. Fletcher,  
L. Head, A. P. Kershaw, S. G. Haberle, J. Stevenson, M. Adeleye, H. Cadd, F. Hopf, C. Briles, 
Disruption of cultural burning promotes shrub encroachment and unprecedented 
wildfires. Front. Ecol. Environ. 20, 292–300 (2022).

	 25.	 J. Pascoe, M. Shanks, B. Pascoe, J. Clarke, T. Goolmeer, B. Moggridge, B. Williamson,  
M. Miller, O. Costello, M.-S. Fletcher, Lighting a pathway: Our obligation to culture and 
country. Ecol. Manage. Restor. 24, 153–155 (2024).

	 26.	 J. R. Marlon, P. J. Bartlein, C. Carcaillet, D. G. Gavin, S. P. Harrison, P. E. Higuera, F. Joos,  
M. J. Power, I. C. Prentice, Climate and human influences on global biomass burning over 
the past two millennia. Nat. Geosci. 1, 697–702 (2008).

	 27.	 J. T. Abatzoglou, A. P. Williams, Impact of anthropogenic climate change on wildfire 
across western US forests. Proc. Natl. Acad. Sci. U.S.A. 113, 11770–11775 (2016).

	 28.	 T. J. Hoecker, P. E. Higuera, R. Kelly, F. S. Hu, Arctic and boreal paleofire records reveal 
drivers of fire activity and departures from Holocene variability. Ecology 101, e03096 
(2020).

	 29.	 CIESIN (Center for International Earth Science Information Network – Columbia 
University), Gridded Population of the World, Version 4 (GPWv4): Population density, 
revision 11, NASA Socioeconomic Data and Applications Center (SEDAC, 2018);  
https://doi.org/10.7927/H49C6VHW.

	 30.	 J. T. Abatzoglou, A. P. Williams, R. Barbero, Global emergence of anthropogenic climate 
change in fire weather indices. Geophys. Res. Lett. 46, 326–336 (2019).

	 31.	 S. Archibald, D. P. Roy, B. W. van Wilgen, R. J. Scholes, What limits fire? An examination of 
drivers of burnt area in Southern Africa. Glob. Chang. Biol. 15, 613–630 (2009).

	 32.	 R. A. Bradstock, A biogeographic model of fire regimes in Australia: Current and future 
implications. Glob. Ecol. Biogeogr. 19, 145–158 (2010).

	 33.	 M. G. Weber, M. D. Flannigan, Canadian boreal forest ecosystem structure and function in 
a changing climate: Impacts on fire regimes. Environ. Rev. 5, 145–166 (1997).

	 34.	 B. A. Cassell, R. M. Scheller, M. S. Lucash, M. D. Hurteau, E. L. Loudermilk, Widespread 
severe wildfires under climate change lead to increased forest homogeneity in dry 
mixed-conifer forests. Ecosphere 10, e02934 (2019).

	 35.	 A. L. Atchley, R. Linn, A. Jonko, C. Hoffman, J. D. Hyman, F. Pimont, C. Sieg, R. S. Middleton, 
Effects of fuel spatial distribution on wildland fire behaviour. Int. J. Wildland Fire 30, 
179–189 (2021).

	 36.	 T. M. Ellis, D. M. J. S. Bowman, P. Jain, M. D. Flannigan, G. J. Williamson, Global increase in 
wildfire risk due to climate-driven declines in fuel moisture. Glob. Chang. Biol. 28, 
1544–1559 (2022).

	 37.	 M. Yebra, P. E. Dennison, E. Chuvieco, D. Riaño, P. Zylstra, E. R. Hunt Jr., F. M. Danson, Y. Qi, 
S. Jurdao, A global review of remote sensing of live fuel moisture content for fire danger 
assessment: Moving towards operational products. Remote Sens. Environ. 136, 455–468 
(2013).

	 38.	 M. Forkel, L. Schmidt, R.-M. Zotta, W. Dorigo, M. Yebra, Estimating leaf moisture content 
at global scale from passive microwave satellite observations of vegetation optical 
depth. Hydrol. Earth Syst. Sci. 27, 39–68 (2023).

	 39.	 A. Ganteaume, B. Romero, C. Fernandez, E. Ormeño, C. Lecareux, Volatile and 
semi-volatile terpenes impact leaf flammability: Differences according to the level of 
terpene identification. Chem 31, 259–275 (2021).

	 40.	 J. J. Sharples, G. A. Mills, R. H. D. McRae, Extreme drying events in the Australian 
high-country and their implications for bushfire risk management. Aust. Meteorol. 
Oceanogr. J. 62, 157–170 (2012).

	 41.	 A. L. Sullivan, Wildland surface fire spread modelling, 1990-2007. 1: Physical and 
quasi-physical models. Int. J. Wildland Fire 18, 349–368 (2009).

	 42.	 J. T. Abatzoglou, C. A. Kolden, A. P. Williams, M. Sadegh, J. K. Balch, A. Hall, Downslope 
wind-driven fires in the western United States. Earth’s Future 11, e2022EF003471 
(2023).

	 43.	 A. J. Dowdy, M. D. Fromm, N. McCarthy, Pyrocumulonimbus lightning and fire ignition on 
Black Saturday in southeast Australia. J. Geophys. Res. Atmos. 122, 7342–7354 (2017).

	 44.	 S. J. Pyne, World Fire. The Culture of Fire on Earth (University of Washington Press, 1995).
	 45.	 J. Mistry, I. B. Schmidt, L. Eloy, B. Bilbao, New perspectives in fire management in South 

American savannas: The importance of intercultural governance. Ambio 48, 172–179 
(2019).

	 46.	 J. Barlow, G. D. Lennox, J. Ferreira, E. Berenguer, A. C. Lees, R. Mac Nally, J. R. Thomson,  
S. F. de Barros Ferraz, J. Louzada, V. H. F. Oliveira, L. Parry, R. Ribeiro de Castro Solar,  
I. C. G. Vieira, L. E. O. C. Aragão, R. A. Begotti, R. F. Braga, T. M. Costa, N. T. Oliveira Jr.,  
C. M. Souza Jr., J. Moura, N. S. Nunes, J. V. Siqueira, R. Pardini, J. M. Silveira,  
F. Z. Vaz-de-Mello, R. C. S. Veiga, A. Venturieri, T. A. Gardner, Anthropogenic disturbance 
in tropical forests can double biodiversity loss from deforestation. Nature 535, 144–147 
(2016).

	 47.	 A. Khairoun, F. Mouillot, W. Chen, P. Ciais, E. Chuvieco, Coarse-resolution burned area 
datasets severely underestimate fire-related forest loss. Sci. Total Environ. 920, 170599 
(2024).

	 48.	 F. Tedim, V. Leone, R. Lovreglio, G. Xanthopoulos, M.-L. Chas-Amil, A. Ganteaume, R. Efe, 
D. Royé, B. Fuerst-Bjeliš, N. Nikolov, S. Musa, M. Milenković, F. Correia, M. Conedera,  
G. Boris Pezzatti, Forest fire causes and motivations in the southern and south-eastern 
Europe through experts’ perception and applications to current policies. Forests 13, 562 
(2022).

	 49.	 J. T. Abatzoglou, C. A. Kolden, J. K. Balch, B. A. Bradley, Controls on interannual variability 
in lightning-caused fire activity in the western US. Environ. Res. Lett. 11, 045005 (2016).

	 50.	 F. J. Pérez-Invernón, F. J. Gordillo-Vázquez, H. Huntrieser, P. Jockel, Variation of 
lightning-ignited wildfire patterns under climate change. Nat. Commun. 14, 739 (2023).

	 51.	 C. Miller, A. A. Ager, A review of recent advances in risk analysis for wildfire management. 
Int. J. Wildl. Fire 22, 1–14 (2013).

	 52.	 L. M. Johnston, X. Wang, S. Erni, S. W. Taylor, C. B. McFayden, J. A. Oliver, C. Stockdale,  
A. Christianson, Y. Boulanger, S. Gauthier, D. Arseneault, B. M. Wotton, M.-A. Parisien,  
M. D. Flannigan, Wildland fire risk research in Canada. Environ. Rev. 28, 164–186 (2020).

	 53.	 J. G. Pausas, J. E. Keeley, Wildfires as an ecosystem service. Front. Ecol. Environ. 17, 
289–295 (2019).

	 54.	 T. J. Lynham, G. M. Wickware, J. A. Mason, Soil chemical changes and plant succession 
following experimental burning in immature jack pine. Can. J. Soil Sci. 78, 93–104 (1998).

	 55.	 T. Whitman, E. Whitman, J. Woolet, M. Flannigan, D. K. Thompson, M.-A. Parisien, Soil 
bacterial and fungal response to wildfires in the canadian boreal forest across a burn 
severity gradient. Soil Biol. Biochem. 138, 107571 (2019).

	 56.	 A. Nappi, P. Drapeau, M. Saint-Germain, V. A. Angers, Effect of fire severity on long-term 
occupancy of burned boreal conifer forests by saproxylic insects and wood-foraging 
birds. Int. J. Wildland Fire 19, 500–511 (2010).

	 57.	 C. M. Gibson, L. E. Chasmer, D. K. Thompson, W. L. Quinton, M. D. Flannigan, D. Olefeldt, 
Wildfire as a major driver of recent permafrost thaw in boreal peatlands. Nat. Commun. 9, 
3041 (2018).

	 58.	I . Aubin, A. Munson, F. Cardou, P. Burton, N. Isabel, J. Pedlar, A. Paquette, A. R. Taylor,  
S. Delagrange, H. Kebli, C. Messier, B. Shipley, F. Valladares, J. Kattge, L. Boisvert-Marsh,  
D. McKenney, Traits to stay, traits to move: A review of functional traits to assess 
sensitivity and adaptive capacity of temperate and boreal trees to climate change. 
Environ. Rev. 24, 164–186 (2016).

	 59.	 D. Stralberg, X. Wang, M.-A. Parisien, F.-N. Robinne, P. Sólymos, C. L. Mahon, S. E. Nielsen, 
E. M. Bayne, Wildfire-mediated vegetation change in boreal forests of Alberta, Canada. 
Ecosphere 9, e02156 (2018).

	 60.	 L. T. Kelly, K. M. Giljohann, A. Duane, N. Aquilué, S. Archibald, E. Batllori, A. F. Bennett,  
S. T. Buckland, Q. Canelles, F. Clarke, M.-J. Fortin, V. Hermoso, S. Herrando, R. E. Keane,  
F. K. Lake, M. A. McCarthy, A. Morán-Ordóñez, C. L. Parr, J. G. Pausas, T. D. Penman,  
A. Regos, L. Rumpff, J. L. Santos, A. L. Smith, A. D. Syphard, M. W. Tingley, L. T. Waller, Fire 
and biodiversity in the Anthropocene. Science 370, eabb0355 (2020).

	 61.	 R. E. Keane, G. C. Cary, M. D. Flannigan, R. A. Parsons, I. D. Davies, K. J. King, C. Li,  
R. A. Bradstock, M. Gill, Exploring the role of fire, succession, climate, and weather on 
landscape dynamics using comparative modeling. Ecol. Model. 266, 172–186 (2013).

	 62.	 D. J. Mladenoff, G. E. Host, J. Boeder, T. R. Crow, “LANDIS: A spatial model of forest 
landscape disturbance succession, and management,” in GIS and Environmental 
Modeling: Progress and Research Issues (GIS World Books, 1996), pp. 175–179.

	 63.	 S. McColl-Gausden, L. T. Bennett, D. A. Ababei, H. G. Clarke, T. D. Penman, Future fire 
regimes increase risks to obligate-seeder forests. Divers. Distrib. 27, 2264–2277 (2021).

	 64.	 F. Tedim, V. Leone, M. Amraoui, C. Bouillon, M. R. Coughlan, G. M. Delogu, P. M. Fernandes, 
C. Ferreira, S. McCaffrey, T. K. McGee, J. Parente, D. Paton, M. Pereira, L. M. Ribeiro,  
D. X. Viegas, G. Xanthopoulos, Defining extreme wildfire events: Difficulties, challenges, 
and impacts. Fire 1, 9 (2018).

	 65.	 R. Blanchi, J. Leonard, K. Haynes, K. Opie, M. James, F. D. de Oliveira, Environmental 
circumstances surrounding bushfire fatalities in Australia 1901-2011. Environ. Sci. Policy 
37, 192–203 (2014).

	 66.	 A. I. Filkov, V. Tihay-Felicelli, N. Masoudvaziri, D. Rush, A. Valencia, Y. Wang, D. L. Blunck,  
M. M. Valero, K. Kempna, J. Smolka, J. de Beer, Z. Campbell-Lochrie, F. R. Centeno,  
M. A. Ibrahim, C. K. Lemmertz, W. C. Tam, A review of thermal exposure and fire spread 
mechanisms in large outdoor fires and the built environment. Fire Saf. J. 140, 103871 
(2023).

	 67.	 T. J. Duff, T. D. Penman, Determining the likelihood of asset destruction during wildfires: 
Modelling house destruction with fire simulator outputs and local-scale landscape 
properties. Saf. Sci. 139, 105196 (2021).

	 68.	V . Nicoletta, R. D. Chavardes, A. Abo El Ezz, A. Cotton-Gagnon, V. Belanger, J. Boucher, 
FireLossRate: An R package to estimate the loss rate of residential structures affected by 
wildfires at the Wildland Urban Interface. MethodsX 10, 102238 (2023).

	 69.	 A. D. Syphard, A. Bar Massada, V. Butsic, J. E. Keeley, Land use planning and wildfire: 
Development policies influence future probability of housing loss. PLOS ONE 8, e71708 
(2013).

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026

https://doi.org/10.7927/H49C6VHW


Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

14 of 16

	 70.	 K. M. Collins, T. D. Penman, O. F. Price, Some wildfire ignition causes pose more risk of 
destroying houses than others. PLOS ONE 11, e0162083 (2016).

	 71.	 F. Schug, A. Bar-Massada, A. R. Carlson, H. Cox, T. J. Hawbaker, D. Helmers, P. Hostert,  
D. Kaim, N. K. Kasraee, S. Martinuzzi, M. H. Mockrin, K. A. Pfoch, V. C. Radeloff, The global 
wildland–urban interface. Nature 621, 94–99 (2023).

	 72.	 Y. Guo, J. Wang, Y. Ge, C. Zhou, Global expansion of wildland-urban interface intensifies 
human exposure to wildfire risk in the 21st century. Sci. Adv. 10, eado9587 (2024).

	 73.	 T. D. Penman, R. A. Bradstock, O. F. Price, Reducing wildfire risk to urban developments: 
Simulation of cost-effective fuel treatment solutions in south eastern Australia. Environ. 
Model. Software 52, 166–175 (2014).

	 74.	 S. Erni, X. Wang, T. Swystun, S. W. Taylor, M.-A. Parisien, F.-N. Robinne, B. Eddy, J. Oliver,  
B. Armitage, F. Flannigan, Mapping wildfire hazard, vulnerability, and risk to Canadian 
communities. Int. J. Disaster Risk Reduct. 101, 104221 (2024).

	 75.	N . Borchers-Arriagada, D. M. J. S. Bowman, O. Price, A. J. Palmer, S. Samson, H. Clarke,  
G. Sepulveda, F. H. Johnston, Smoke health costs and the calculus for wildfires fuel 
management: A modelling study. Lancet Planet. Health 5, e608–e619 (2021).

	 76.	W . Dodd, P. Scott, C. Howard, C. Scott, C. Rose, A. Cunsolo, J. Orbinski, Lived experience of 
a record wildfire season in the Northwest Territories, Canada. Can. J. Public Health 109, 
327–337 (2018).

	 77.	 T. B. Paveglio, H. Brenkert-Smith, T. Hall, A. M. S. Smith, Understanding social impact from 
wildfires: Advancing means for assessment. Int. J. Wildland Fire 24, 212–224 (2015).

	 78.	I . Vigna, L. Battisti, D. Ascoli, A. Besana, A. Pezzoli, E. Comino, Integrating cultural 
ecosystem services in wildfire risk assessment. Landsc. Urban Plan. 243, 104977 (2024).

	 79.	N . Stevens, W. J. Bond, A trillion trees: Carbon capture or fuelling fires? Trends Ecol. Evol. 
39, 1–4 (2024).

	 80.	 D. Thomas, D. Butry, S. Gilbert, D. Webb, J. Fung, “The costs and losses of wildfires. A 
literature survey” (NIST Special Publication 1215, 2017).

	 81.	 A. C. Christianson, L. M. Johnston, J. A. Oliver, D. Watson, D. Young, H. MacDonald, J. Little, 
B. Macnab, N. Gonzalez Bautista, Wildland fire evacuations in Canada from 1980 to 2021. 
Int. J. Wildland Fire 33, WF23097 (2024).

	 82.	 Y. Aono, S. Saito, Clarifying springtime temperature reconstructions of the medieval 
period by gap-filling the cherry blossom phenological data series at Kyoto, Japan. Int. J. 
Biometeorol. 54, 211–219 (2010).

	 83.	E . Lundstad, Y. Brugnara, D. Pappert, J. Kopp, E. Samakinwa, A. Hürzeler, A. Andersson,  
B. Chimani, R. Cornes, G. Demarée, J. Filipiak, L. Gates, G. L. Ives, J. M. Jones, S. Jourdain,  
A. Kiss, S. E. Nicholson, R. Przybylak, P. Jones, D. Rousseau, B. Tinz, F. S. Rodrigo, S. Grab,  
F. Domínguez-Castro, V. Slonosky, J. Cooper, M. Brunet, S. Brönnimann, The global 
historical climate database HCLIM. Sci. Data 10, 44 (2023).

	 84.	 J. Schmetz, W. P. Menzel, A look at the evolution of meteorological satellites: Advancing 
capabilities and meeting user requirements. Weather Clim. Soc. 7, 309–320 (2015).

	 85.	 G. Flato, J. Marotzke, B. Abiodun, P. Braconnot, S. C. Chou, W. Collins, P. Cox, F. Driouech,  
S. Emori, V. Eyring, C. Forest, P. Gleckler, E. Guilyardi, C. Jakob, V. Kattsov, C. Reason,  
M. Rummukainen, “Evaluation of climate models,” in Climate Change 2013: The Physical 
Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change, T. F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, 
S. K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex, P. M. Midgley, Eds. (Cambridge Univ. Press, 
2013), pp. 741–866.

	 86.	 Met Office Hadley Centre, UKCP18 regional projections on a 12km grid over the UK for 
1980–2080 (2018).

	 87.	 G. Di Virgilio, J. Evans, F. Ji, E. Tam, J. Kala, J. Andrys, C. Thomas, D. Choudhury, C. Rocha,  
S. White, Y. Li, M. El Rafei, R. Goyal, M. Riley, J. Lingala, Design, evaluation and future 
projections of the NARCliM2.0 CORDEX-CMIP6 Australasia regional climate ensemble. 
Geosci. Model Dev. 18, 671–702 (2025).

	 88.	 G. Tseliousidis, C. Douvis, C. Zerefos, Does dynamical downscaling introduce novel 
information in climate model simulations of precipitation change over a complex 
topography region? Int. J. Climatol. 32, 1572–1578 (2011).

	 89.	 H. Tabari, S. M. Paz, D. Buekenhout, P. Willems, Comparison of statistical downscaling 
methods for climate change impact analysis on precipitation-driven drought. Hydrol. 
Earth Syst. Sci. 25, 3493–3517 (2021).

	 90.	 A. Hernanz, J. A. Garcia-Velero, M. Dominguez, P. Ramos-Calzado, M. A. Pastor-Saavedra, 
E. Rodriguez-Camino, Evaluation of statistical downscaling methods for climate change 
projections over Spain: Present conditions with perfect predictors. Int. J. Climatol. 42, 
762–776 (2021).

	 91.	N . Nishant, S. Hobeichi, S. Sherwood, G. Abramowiz, Y. Shao, C. Bishop, A. J. Pitman, 
Comparison of a novel machine learning approach with dynamical downscaling for 
Australian precipitation. Environ. Res. Lett. 18, 094006 (2023).

	 92.	 S. Hobeichi, N. Nishant, Y. Shao, G. Abramowitz, A. Pitman, S. Sherwood, C. Bishop,  
S. Green, Using machine learning to cut the cost of dynamical downscaling. Earths Future 
11, e2022EF003291 (2023).

	 93.	V . Eyring, S. Bony, G. A. Meehl, C. A. Senior, B. Stevens, R. J. Stouffer, K. E. Taylor, Overview 
of the Coupled Model Intercomparison Project Phase 6 (CMIP6) experimental design and 
organization. Geosci. Model Dev. 9, 1937–1958 (2016).

	 94.	 J. E. Kay, C. Deser, A. Phillips, A. Mai, C. Hannay, G. Strand, J. Arblaster, S. Bates,  
G. Danabasoglu, J. Edwards, M. Holland, P. Kushner, J.-F. Lamarque, D. Lawrence,  
K. Lindsay, A. Middleton, E. Munoz, R. Neale, K. Oleson, L. Polvani, M. Vertenstein, The 
Community Earth System Model (CESM) Large Ensemble project: A community resource 
for studying climate change in the presence of internal climate variability. Bull. Am. 
Meteorol. Soc. 96, 1333–1349 (2015).

	 95.	 M. Iturbide, J. M. Gutiérrez, L. M. Alves, J. Bedia, R. Cerezo-Mota, E. Cimadevilla,  
A. S. Cofiño, A. Di Luca, S. H. Faria, I. V. Gorodetskaya, M. Hauser, S. Herrera, K. Hennessy, 
H. T. Hewitt, R. G. Jones, S. Krakovska, R. Manzanas, D. Martínez-Castro, G. T. Narisma,  
I. S. Nurhati, I. Pinto, S. I. Seneviratne, B. van den Hurk, C. S. Vera, An update of IPCC 
climate reference regions for subcontinental analysis of climate model data: Definition 
and aggregated datasets. Earth Syst. Sci. Data 12, 2959–2970 (2020).

	 96.	 UC Davis, Global administrative regions data (2022); https://gadm.org/download_world.
html [accessed 17 May 2025].

	 97.	 D. M. Olson, E. Dinerstein, E. D. Wikramanayake, N. D. Burgess, G. V. N. Powell,  
E. C. Underwood, J. A. D’Amico, I. Itoua, H. E. Strand, J. C. Morrison, C. J. Loucks,  
T. F. Allnutt, T. H. Ricketts, Y. Kura, J. F. Lamoreux, W. W. Wettengel, P. Hedao, K. R. Kassem, 
Terrestrial ecoregions of the world: A new map of life on Earth. Bioscience 51, 933–938 
(2001).

	 98.	 D. A. Keith, J. R. Ferrer-Paris, E. Nicholson, M. J. Bishop, B. A. Polidoro, E. Ramirez-Llodra,  
M. G. Tozer, J. L. Nel, R. Mac Nally, E. J. Gregr, K. E. Watermeyer, F. Essl,  
D. Faber-Langendoen, J. Franklin, C. E. R. Lehmann, A. Etter, D. J. Roux, J. S. Stark,  
J. A. Rowland, N. A. Brummitt, U. C. Fernandez-Arcaya, I. M. Suthers, S. K. Wiser,  
I. Donohue, L. J. Jackson, R. T. Pennington, T. M. Iliffe, V. Gerovasileiou, P. Giller,  
B. J. Robson, N. Pettorelli, A. Andrade, A. Lindgaard, T. Tahvanainen, A. Terauds,  
M. A. Chadwick, N. J. Murray, J. Moat, P. Pliscoff, I. Zager, R. T. Kingsford, A function-based 
typology for Earth’s ecosystems. Nature 610, 513–518 (2022).

	 99.	 M. Buchhorn, M. Lesiv, N.-E. Tsendbazar, M. Herold, L. Bertels, B. Smets, Copernicus global 
land cover layers—Collection 2. Remote Sens. 12, 1044 (2020).

	100.	 P. Potapov, M. C. Hansen, A. Pickens, A. Hernandez-Serna, A. Tyukavina, S. Turubanova,  
V. Zalles, X. Li, A. Khan, F. Stolle, N. Harris, X.-P. Song, A. Baggett, I. Kommareddy,  
A. Kommareddy, The global 2000-2020 land cover and land use change dataset derived 
from the Landsat archive: First results. Front. Remote Sens. 3, 856903 (2022).

	101.	 A. M. G. Klein Tank, F. Zwiers, X. Zhang, “Guidelines on analysis of extremes in a changing 
climate in support of informed decisions for adaptation,” (WMO/TD-1500, Climate Data 
and Monitoring WCDMP-No. 72, 2009).

	102.	 F. Domínguez-Castro, F. Reig, S. M. Vicente-Serrano, E. Aguilar, S. Peña-Angulo,  
M. Noguera, J. Revuelto, A. van der Schrier, A. M. El Kenawy, A multidecadal assessment 
of climate indices over Europe. Sci. Data 7, 125 (2020).

	103.	 T. Hu, X. Zhang, S. Khanal, R. Wilson, G. Leng, E. M. Toman, X. Wang, Y. Li, K. Zhao, Climate 
change impacts on crop yields: A review of empirical findings, statistical crop models, 
and machine learning methods. Environ. Model. Software 179, 106119 (2024).

	104.	 A. P. K. Argles, J. R. Moore, P. M. Cox, Dynamic Global Vegetation Models: Searching for 
the balance between demographic process representation and computational 
tractability. PLOS Clim. 1, e0000068 (2022).

	105.	 T. Wagener, R. Reinecke, F. Pianosi, On the evaluation of climate change impact models. 
Wiley Interdiscip. Rev. Clim. Change 13, e772 (2022).

	106.	 D. A. Randall, R. A. Wood, S. Bony, R. Colman, T. Fichefet, J. Fyfe, V. Kattsov, A. Pitman,  
J. Shukla, J. Srinivasan, R. J. Stouffer, A. Sumi, K. E. Taylor, “Climate models and their 
evaluation,” in Climate Change 2007: The Physical Science Basis. Contribution of Working 
Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, 
S. Solomon, D. Qin, M. Manning, Z. Chen, M. Marquis, K. B. Averyt, M.Tignor, H. L. Miller, 
Eds. (Cambridge Univ. Press, 2007), pp. 589–662.

	107.	 C. Jakob, A. Gettelman, A. J. Pitman, The need to operationalize climate modelling. Nat. 
Clim. Chang. 13, 1158–1160 (2023).

	108.	 L. Teckentrup, M. G. De Kauwe, G. Abramowitz, A. J. Pitman, A. M. Ukkola, B. François,  
B. Smith, Opening Pandora’s box: How to constrain regional projections of the carbon 
cycle. Earth Syst. Dynam. 14, 549–576 (2023).

	109.	 J. P. Evans, F. Ji, C. Lee, P. Smith, D. Argueso, L. Fita, Design of a regional climate modeling 
projection ensemble experiment—NARCliM. Geosci. Model Dev. 7, 621–629 (2014).

	110.	 T. G. Shepherd, E. Boyd, R. A. Calel, S. C. Chapman, S. Dessai, I. M. Dima-West, H. J. Fowler, 
R. James, D. Maraun, O. Martius, C. A. Senior, A. H. Sobel, D. A. Stainforth, S. F. B. Tett,  
K. E. Trenberth, B. J. J. M. van den Hurk, I. Watkins, R. L. Wilby, D. A. Zenghelis, Storylines: 
An alternative approach to representing uncertainty in physical aspects of climate 
change. Clim. Change 151, 555–571 (2018).

	111.	 J. Sillmann, T. G. Shepherd, B. van den Hurk, W. Hazeleger, O. Martius, J. Slingo,  
J. Zscheischler, Event-based storylines to address climate risk. Earths Future 9, 
e2020EF001783 (2021).

	112.	 F. Li, X. Song, S. P. Harrison, J. R. Marlon, Z. Lin, L. R. Leung, J. Schwinger, V. Marécal,  
S. Wang, D. S. Ward, X. Dong, H. Lee, L. Nieradzik, S. S. Rabin, R. Séférian, Evaluation of 
global fire simulations in CMIP6 Earth system models. Geosci. Model Dev. 17, 8751–8771 
(2024).

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026

https://gadm.org/download_world.html
https://gadm.org/download_world.html


Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

15 of 16

	113.	 S. Hantson, A. Arneth, S. P. Harrison, D. I. Kelley, I. C. Prentice, S. S. Rabin, S. Archibald,  
F. Mouillot, S. R. Arnold, P. Artaxo, D. Bachelet, P. Ciais, M. Forrest, P. Friedlingstein,  
T. Hickler, J. O. Kaplan, S. Kloster, W. Knorr, G. Lasslop, F. Li, S. Mangeon, J. R. Melton,  
A. Meyn, S. Sitch, A. Spessa, G. R. van der Werf, A. Voulgarakis, C. Yue, The status and 
challenge of global fire modelling. Biogeosciences 13, 3359–3375 (2016).

	114.	 S. S. Rabin, J. R. Melton, G. Lasslop, D. Bachelet, M. Forrest, S. Hantson, J. O. Kaplan, F. Li,  
S. Mangeon, D. S. Ward, C. Yue, V. K. Arora, T. Hickler, S. Kloster, W. Knorr, L. Nieradzik,  
A. Spessa, G. A. Folberth, T. Sheehan, A. Voulgarakis, D. I. Kelley, I. C. Prentice, S. Sitch,  
S. Harrison, A. Arneth, The Fire Modeling Intercomparison Project (FireMIP), phase 1: 
Experimental and analytical protocols with detailed model descriptions. Geosci. Model 
Dev. 10, 1175–1197 (2017).

	115.	 X. Wang, M.-A. Parisien, S. Taylor, J.-N. Candau, D. Stralberg, G. Marshall, J. Little,  
M. D. Flannigan, Projected changes in daily fire spread across Canada over the next 
century. Environ. Res. Lett. 12, 025005 (2017).

	116.	 H. Clarke, R. H. Nolan, V. Resco De Dios, R. Bradstock, A. Griebel, S. Khanal, M. M. Boer, 
Forest fire threatens global carbon sinks and population centres under rising 
atmospheric water demand. Nat. Commun. 13, 7161 (2022).

	117.	 M. A. Finney, FARSITE: Fire Area Simulator—Model Development and Evaluation (USDA 
Forest Service, 1998).

	118.	 C. Tymstra, M. Flannigan, B. Armitage, K. Logan, Impact of climate change on area 
burned in Alberta’s boreal forest. Int. J. Wildland Fire 16, 153–160 (2007).

	119.	 J. Podur, M. Wotton, Will climate change overwhelm fire management capacity? Ecol. 
Model. 221, 1301–1309 (2010).

	120.	 A. Bakhshaii, E. A. Johnson, A review of a new generation of wildfire-atmosphere 
modeling. Can. J. For. Res. 49, 565–574 (2019).

	121.	 R. Linn, J. Winterkamp, C. Edminster, J. J. Colman, W. S. Smith, Coupled influences of 
topography and wind on wildland fire behaviour. Int. J. Wildland Fire 16, 183–195 
(2007).

	122.	 P. Jain, S. C. P. Coogan, S. G. Subramanian, M. Crowley, S. Taylor, M. D. Flannigan, A review 
of machine learning applications in wildfire science and management. Environ. Rev. 28, 
478–505 (2020).

	123.	 F. Di Giuseppe, J. McNorton, A. Lombardi, F. Wetterhall, Global data-driven prediction of 
fire activity. Nat. Commun. 16, 2918 (2025).

	124.	 M. A. Moritz, M.-A. Parisien, E. Batllori, M. A. Krawchuk, J. Van Dorn, D. J. Ganz, K. Hayhoe, 
Climate change and disruptions to global fire activity. Ecosphere 3, 1–22 (2012).

	125.	 S. El Garroussi, F. Di Giuseppe, C. Barnard, F. Wetterhall, Europe faces up to tenfold 
increase in extreme fires in a warming climate. NPJ Clim. Atmos. Sci. 7, 30 (2024).

	126.	 A. F. Prein, J. Coen, A. Jaye, The character and changing frequency of extreme California 
fire weather. J. Geophys. Res. Atmos. 127, e2021JD035350 (2022).

	127.	 M. C. Prosser, P. D. Williams, G. J. Marlton, R. G. Harrison, Evidence for large increases in 
clear-air turbulence over the past four decades. Geophys. Res. Lett. 50, e2023GL103814 
(2023).

	128.	 G. Di Virgilio, J. P. Evans, S. A. P. Blake, M. Armstrong, A. J. Dowdy, J. Sharples, R. McRae, 
Climate change increases the potential for extreme wildfires. Geophys. Res. Lett. 46, 
8517–8526 (2019).

	129.	 M. Rodrigues, V. Resco de Dios, A. Sil, A. Cunill Camprubi, P. M. Fernandes, VPD-based 
models of dead fine fuel moisture provide best estimates in a global dataset. Agric. For. 
Meteorol. 346, 109868 (2024).

	130.	 S. Matthews, A. L. Sullivan, P. Watson, R. J. Williams, Climate change, fuel and fire 
behaviour in a eucalypt forest. Glob. Chang. Biol. 18, 3212–3223 (2012).

	131.	 M. D. Flannigan, B. M. Wotton, G. A. Marshall, W. J. de Groot, J. Johnston, N. Jurko,  
A. S. Cantin, Fuel moisture sensitivity to temperature and precipitation: Climate change 
implications. Clim. Change 134, 59–71 (2016).

	132.	 H. Clarke, T. Penman, M. Boer, G. C. Cary, J. B. Fontaine, O. Price, R. Bradstock, The proximal 
drivers of large fires: A pyrogeographic study. Front. Earth Sci. 8, 90 (2020).

	133.	 S. McColl-Gausden, L. Bennett, H. Clarke, D. Ababei, T. Penman, The fuel-climate-fire 
conundrum: How will fire regimes change in temperate ecosystems under global climate 
change? Glob. Chang. Biol. 28, 5211–5226 (2022).

	134.	 H. Clarke, R. Gibson, B. Cirulis, R. A. Bradstock, T. D. Penman, Developing and testing 
models of the drivers of anthropogenic and lightning-caused ignition in southeastern 
Australia. J. Environ. Manage. 235, 34–41 (2019).

	135.	 T. D. Hessilt, J. T. Abatzoglou, Y. Chen, J. T. Randerson, R. C. Scholten, G. van der Werf,  
S. Veraverbeke, Future increases in lightning ignition efficiency and wildfire occurrence 
expected from drier fuels in boreal forest ecosystems of western North America. Environ. 
Res. Lett. 17, 054008 (2022).

	136.	 T. A. J. Janssen, M. W. Jones, D. Finney, G. R. van der Werf, D. van Wees, W. Xu,  
S. Veraverbeke, Extratropical forests increasingly at risk due to lightning fires. Nat. Geosci. 
16, 1136–1144 (2023).

	137.	E . S. Hope, D. W. McKenney, J. H. Pedlar, B. J. Stocks, S. Gauthier, Wildfire suppression costs 
for Canada under a changing climate. PLOS ONE 11, e0157425 (2016).

	138.	E . Marshall, B. G. Marcot, K. Parkins, T. D. Penman, Fire management now and in the 
future: Will today’s solutions still apply tomorrow? Sci. Total Environ. 957, 177863 (2024).

	139.	 H. Clarke, B. Cirulis, N. Borchers-Arriagada, M. Storey, M. Ooi, K. Haynes, R. Bradstock,  
O. Price, T. Penman, A flexible framework for cost-effective fire management. Glob. 
Environ. Chang. 82, 102722 (2023).

	140.	 M.-A. Parisien, S. A. Parks, M. A. Krawchuk, J. M. Little, M. D. Flannigan, L. M. Gowman,  
M. A. Moritz, An analysis of controls on fire activity in boreal Canada: Comparing models 
built with different temporal resolutions. Ecol. Appl. 24, 1341–1356 (2014).

	141.	E . J. Hanan, J. Ren, C. L. Tague, C. K. Kolden, J. T. Abatzoglou, R. R. Bart, M. C. Kennedy,  
M. Liu, J. C. Adam, How climate change and fire exclusion drive wildfire regimes at 
actionable scales. Environ. Res. Lett. 16, 024051 (2021).

	142.	 C. X. Cunningham, G. J. Williamson, R. H. Nolan, L. Teckentrup, M. M. Boer,  
D. M. J. S. Bowman, Pyrogeography in flux: Reorganization of Australian fire regimes in a 
hotter world. Glob. Chang. Biol. 30, e17130 (2024).

	143.	I . R. Simpson, K. A. McKinnon, D. Kennedy, D. M. Lawrence, F. Lehner, R. Seager, Observed 
humidity trends in dry regions contradict climate models. Proc. Natl. Acad. Sci. U.S.A. 121, 
e2302480120 (2024).

	144.	 M. Peace, L. McCaw, Future fire events are likely to be worse than climate projections 
indicate – these are some of the reasons why. Int. J. Wildland Fire 33, WF23138 (2024).

	145.	E . Preinfalk, J. Handmer, Fueling the fires – An exploration of the drivers and the scope 
for management of European wildfire risk under the Shared Socioeconomic Pathways. 
Clim. Risk Manag. 45, 100638 (2024).

	146.	 J. Xu, M. Yao, Y. Chen, L. Jiang, B. Xing, H. Clarke, The range of projected change in vapour 
pressure deficit through 2100: A seasonal and regional analysis of the CMIP6 ensemble. 
Climate 13, 143 (2025).

	147.	 A. J. Cannon, Multivariate quantile mapping bias correction: An N-dimensional 
probability density function transform for climate model simulations of multiple 
variables. Clim. Dyn. 50, 31–49 (2018).

	148.	 J. R. McNorton, F. Di Giuseppe, E. Pinnington, M. Chantry, C. Barnard, A global 
probability-of-fire (PoF) forecast. Geophys. Res. Lett. 51, e2023GL107929 (2024).

	149.	 K. Little, R. Vitali, C. M. Belcher, N. Kettridge, A. F. A. Pellegrini, A. E. S. Ford, A. M. S. Smith, 
A. Elliott, A. Voulgarakis, C. R. Stoof, C. A. Kolden, D. W. Schwilk, E. B. Kennedy,  
F. E. Newman Thacker, G. R. Millin-Chalabi, G. D. Clay, J. I. Morison, J. L. McCarty, K. Ivison, 
K. Tansey, K. J. Simpson, M. W. Jones, M. C. Mack, P. Z. Fulé, R. Gazzard, S. P. Harrison,  
S. New, S. E. Page, T. E. Hall, T. Brown, W. M. Jolly, S. Doerr, Priority research directions for 
wildfire science: Views from a historically fire-prone and an emerging fire-prone country. 
Philos. Trans. R. Soc. B 380, 20240001 (2025).

	150.	 K. Luo, X. Wang, M. de Jong, M. Flannigan, Drought triggers and sustains overnight fires 
in North America. Nature 627, 321–327 (2024).

	151.	 R. C. Scholten, R. Jandt, E. A. Miller, B. M. Rogers, S. Veraverbeke, Overwintering fires in 
boreal forests. Nature 593, 399–404 (2021).

	152.	 UNEP, “Spreading like wildfire: The rising threat of extraordinary landscape fires. A rapid 
response assessment” (UNEP, 2022); www.grida.no/publications/769.

	153.	 D. Richardson, A. F. S. Ribeiro, F. Batibeniz, Y. Quilcaille, A. S. Taschetto, A. J. Pitman,  
J. Zscheischler, Increasing fire weather season overlap between North America and 
Australia challenges firefighting cooperation. Earth's Future 13, e2024EF005030 
(2025).

	154.	 O. J. Price, J. G. Pausas, G. Govender, M. D. Flannigan, P. M. Fernandes, M. L. Brooks,  
R. B. Bird, Global patterns in fire leverage: The response of annual area burnt to previous 
fire. Int. J. Wildland Fire 24, 297–306 (2015).

	155.	N . A. Povak, P. F. Hessburg, R. B. Salter, R. W. Gray, S. J. Prichard, System-level feedbacks of 
active fire regimes in large landscapes. Fire Ecol. 19, 45 (2023).

	156.	 S. Page, F. Siegert, J. Rieley, H.-D. V. Boehm, A. Jaya, S. Limin, The amount of carbon 
released from peat and forest fires in Indonesia during 1997. Nature 420, 61–65 (2002).

	157.	 J. T. Randerson, H. Liu, M. G. Flanner, S. D. Chambers, Y. Jin, P. G. Hess, G. Pfister,  
M. C. Mack, K. K. Treseder, L. R. Welp, F. S. Chapin, J. W. Harden, M. L. Goulden, E. Lyons,  
J. C. Neff, E. A. G. Schuur, C. S. Zender, The impact of boreal forest fire on climate 
warming. Science 314, 1130–1132 (2006).

	158.	 A. E. S. Ford, S. P. Harrison, Y. Kountouris, J. D. A. Millington, J. Mistry, O. Perkins,  
S. S. Rabin, G. Rein, K. Schreckenberg, C. Smith, T. E. L. Smith, K. Yadav, Modelling 
human-fire interactions: Combining alternative perspectives and approaches. Front. 
Environ. Sci. 9, 649835 (2021).

	159.	 M. G. Fonseca, L. M. Alves, A. P. D. Aguiar, E. Arai, L. O. Anderson, T. M. Rosan,  
Y. E. Shimabukuro, L. E. O. E. Cruz de Aragao, Effects of climate and land-use change 
scenarios on fire probability during the 21st century in the Brazilian Amazon. Glob. 
Chang. Biol. 25, 2931–2946 (2019).

	160.	 D. N. Wear, T. Warziniack, C. O’Dea, J. Coulston, Changing hazards, exposure, and 
vulnerability in the conterminous United States 2020–2070. Nat. Hazards 121, 
19189–19215 (2025).

	161.	N . Oreskes, The trouble with the supply-side model of science. Proc. Indian Natl. Sci. Acad. 
88, 824–828 (2022).

	162.	I . Stoddard, K. Anderson, S. Capstick, W. Carton, J. Depledge, K. Facer, C. Gough, F. Hache, 
C. E. Hoolohan, M. Hultman, N. Hällström, S. Kartha, S. Klinsky, M. Kuchler, E. Lövbrand,  
N. Nasiritousi, P. Newell, G. Peters, D. Sokona, A. Stirling, M. Stilwell, C. Spash, M. Williams, 

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026

http://www.grida.no/publications/769


Clarke et al., Sci. Adv. 11, eadz2429 (2025)     19 December 2025

S c i e n c e  A d v a n c e s  |  R e v i e w

16 of 16

Three decades of climate mitigation: Why haven’t we bent the global emissions curve? 
Annu. Rev. Env. Resour. 46, 653–689 (2021).

	163.	 A. M. Gill, S. L. Stephens, G. J. Cary, The worldwide “wildfire” problem. Ecol. Appl. 23, 
438–454 (2013).

	164.	 C. Eriksen, Coexisting with wildfire: Strengthening collective capacity by changing the 
status quo. Fire Ecol. 20, 59 (2024).

	165.	 A. Rawluk, T. Neale, W. Smith, T. Doherty, E. Ritchie, J. Pascoe, M. Murray, R. Carter,  
M. Bourke, S. Falconer, D. Nimmo, J. Price, M. White, P. Bates, N. Wong, T. Nelson,  
A. Atkinson, D. Webster, Tomorrow’s country: Practice-oriented principles for 
Indigenous cultural fire research in south-east Australia. Geogr. Res. 61, 333–348 
(2023).

	166.	 K. Copes-Gerbitz, D. Pascal, V. M. Comeau, L. D. Daniels, Cooperative community wildfire 
response: Pathways to First Nations’ leadership and partnership in British Columbia, 
Canada. Int. J. Disaster Risk Reduct. 114, 104933 (2024).

Acknowledgments: We thank the anonymous reviewers for helpful comments. Funding: This 
work is funded by Westpac Scholars Trust (H.C.) and Australian Research Council Industry 
Fellowship IM240100046 (H.C.). Author contributions: Conceptualization: H.C. and M.D.F. 
Methodology: H.C. and M.D.F. Visualization: H.C. and F.D.G. Writing—original draft: H.C., M.D.F., 
F.D.G., L.J., J.M., T.P., A.J.P., and G.R.v.d.W. Writing—review and editing: H.C., M.D.F., F.D.G., L.J., 
J.M., T.P., A.J.P., and G.R.v.d.W. Competing interests: The authors declare that they have no 
competing interests. Data and materials availability: Data used to construct Figs. 1 and 4 are 
available in the Supplementary Materials. All data and code needed to evaluate and reproduce 
the results in the paper are present in the paper and/or the Supplementary Materials.

Submitted 26 May 2025 
Accepted 18 November 2025 
Published 19 December 2025 
10.1126/sciadv.adz2429

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2026


	Gazing into the flames: A guide to assessing the impacts of climate change on landscape fire
	INTRODUCTION
	CURRENT UNDERSTANDING OF LANDSCAPE FIRE
	Recent and historical fire patterns
	Drivers of fire
	Landscape fire impacts

	CLIMATE CHANGE IMPACT ASSESSMENT
	Baselines
	Earth system models
	Using climate model output
	Thorny issues in climate change impact assessment
	Model evaluation
	Using multiple models
	Application


	ASSESSING CLIMATE CHANGE IMPACTS ON LANDSCAPE FIRE
	Modeling future fire
	Modeling the future of fire’s drivers
	Modeling future fire impacts
	Thorny issues in projecting climate change impacts on landscape fire
	Baselines
	Nonstationarity
	Working with ESMs
	Understanding and managing impacts
	Feedbacks
	Interdisciplinarity


	TOWARD EFFECTIVE CLIMATE CHANGE IMPACT ASSESSMENTS FOR LANDSCAPE FIRE
	Supplementary Materials
	The PDF file includes:
	Other Supplementary Material for this manuscript includes the following:

	REFERENCES
	Acknowledgments


